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Abstract. Lou v. d. Dries proves in [Dri88] that the elementary theory Th(Z̃)

of the ring Z̃ of all algebraic integers is decidable. For a prime number p, let

F̃p(t) be the algebraic closure of Fp(t) and denote the integral closure of Fp[t]

in F̃p(t) by F̃p[t]. Lou v. d. Dries and Angus Macintyre prove in [DrM90] that

Th(F̃p[t]) is decidable. One of the main results of this work states that both

Th(Z̃) and Th(F̃p[t]) are primitive recursive.

Moreover, let Q̃ be the field of all algebraic numbers and let Gal(Q) =

Gal(Q̃/Q) be the absolute Galois group of Q. For each positive integer e we

equip the group Gal(Q)e with its unique normalized Haar measure. For each

σ = (σ1, . . . , σe) ∈ Gal(Q)e let Q̃(σ) be the fixed field of σ1, . . . , σe in Q̃ and

let Z̃(σ) be the ring of integers of Q̃(σ). Given a sentence θ in the language of

rings, we let α be the Haar measure of the set of all σ ∈ Gal(Q)e for which θ

holds in Z̃(σ). We prove that α is a rational number which can be effectively

computed in a primitive recursive way. We prove a similar result also in the

function field case.
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Introduction

Let O be a Dedekind domain with a trivial Jacobson radical and with a global
field of quotients K. Denote the absolute Galois group of K by Gal(K). For each

non-negative integer e and each e-tuple σ = (σ1, . . . , σe) ∈ Gal(K)e let K̃(σ) be

the fixed field of σ1, . . . , σe in K̃ and let Õ(σ) be the integral closure of O in K̃(σ).

In particular, for e = 0, Õ is the integral closure of O in K̃. Denote the language
of rings extended with constant symbol for each element of O by L(ring,O). In
each ring that contains a homomorphic image of O we interpret these constant
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symbols as the residues of the appropriate elements of O. Consider a sentence
θ in L(ring,O) and let α be the Haar measure of all σ ∈ Gal(K)e such that θ

holds in Õ(σ). If e = 0, and θ is true in Õ, then α = 1, otherwise α = 0. The
purpose of this work is to prove that for each e, α is a rational number which
can be effectively computed (i.e., in a primitive recursive way) if O is an effective
computability domain (Definition 1.4). The latter condition holds in particular
for O = O0, where O0 = Z or O0 = Fp[t] and also for O = S−1

0 O0, where S0 is
a presented multiplicative subset of O0 and either S0 = O0 r{0} (in which case
O = K) or S0 is relatively prime to infinitely many irreducible elements of O0.

In [Dri88], v.d. Dries extends L(ring,O) with “radical relations” to a language
Lrad(O) (§2.1) and establishes a recursive elimination of quantifiers procedure for

Z̃ in this language. In particular, he proves that Z̃ is decidable. This is the case
where e = 0 and O = Z. The case where e ≥ 1 and O = K is [FrJ08, p. 726, Thm.
30.7.2]. We combine the methods of proof of both cases to get the general result.

After a section of preparations, the work is divided into two sections. The first
three subsections in Section 2 are an elaboration of the first two sections of [Dri88].
The key to the elimination procedure of v.d. Dries is Rumely’s density theorem
[Rum86]. In order to apply the later tool, one has to decompose algebraic sets
defined over an integral domain R which contain K into absolutely irreducible
varieties, and to do it uniformly with respect to all homomorphisms of R into K̃.
v.d. Dries applies here a compactness argument from model theory. We replace the
compactness argument by an application of the Bertini-Noether theorem. Then we
establish a primitive recursive procedure for an elimination of existential quantifiers
(in the language Lrad(O)) on Zariski open subsets of K-varieties. The elimination
works over each ring of integers OM of a perfect algebraic extension M of K which
is PAC over OM [JaR94]. In particular it works over almost all rings Õ(σ).

The Galois Stratification of [FrJ08, §30] assumes in addition that M is e-free,

i.e., that Gal(M) ∼= F̂e. In particular, M is a Frobenius field. Subsection 3.1 ex-
tends this notion to a Frobenius field over OM , which means that M is PAC over
OM and Gal(M) has the embedding property. In addition we generalize [FrJ08,
p. 564, Prop. 24.1.4] by using Rumely’s local-global principle for absolutely irre-
ducible varieties over M [JaR98, Thm. 1.5]. Subsections 2–5 in Section 3 extend
the Galois Stratification to Radical Galois Stratification. The latter allows us to
eliminate quantifiers from formulas of the language Lrad(O). The elimination pro-
cedure requires more general formulas which we call radical Galois formulas. They
include data for a stratification of the affine space An into K-normal basic sets A:
each coordinate ring K[A] is equipped with a Galois ring cover C such that for each
subextension L of K(C)/K(A), (C ∩ L)/K[A] is a ring cover. Moreover, to each
L with rank(Gal(K(C)/L)) ≤ e we associate a “ring of integers” O[C ∩ L] and a
quantifier free sentence θL in Lrad(O[C ∩ L]). In each consequent elimination of a
quantifier we code the data of the eliminated quantifier in a new set of ring covers
and sentences, till there are no more quantifiers. Finally, Subsection 3.6 concludes
the proof on the primitive recursive decidability for large rings of algebraic integers.

Among others we have to factor an ideal in the ring of integers of a global field
into prime ideals. We describe a procedure for this factorization in Appendix A.

Another auxiliary tool that the procedure applies is a local elimination procedure.
More precisely, it uses elimination of quantifiers for the theory of valuation domains
which are not fields but with algebraically closed quotient field in the language of
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rings augmented by a binary relation symbol which stands for divisibility. Appendix
B is an elaboration of Weispfening’s primitive recursive procedure [Wei84] for this
theory.

In a forthcoming paper we use Corollary 3.29 of this work to prove the follow-
ing result: Let Qsymm (resp. Fp(t)symm,ins) be the compositum of all symmetric
extensions of Q (resp. the purely inseparable extension of the compositum of all
symmetric extensions of Fp(t)). Then, the theory of the ring of integers of Qsymm

and the theory of the ring of integers of Fp(t)symm,ins are primitive recursively
decidable.

Acknowledgements: I wish to thank Professor Moshe Jarden for his stimulating
guidance and for the values he has taught me, both by setting high and challenging
demands and by exposing me to his image of a mathematician. I also thank Joachim
Schmid for useful remarks and Dan Haran for helpful discussions.

1. Preparations

1.1. Notations and the Explicit Case. The Jacobson radical of a commutative
ring with a unit is the intersection of all maximal ideals of the ring. In particular,
the Jacobson radical of a field is zero.

We shall use the following notations throughout this work.

Notation 1.1.

a) O is a Dedekind domain with Jacobson radical 0 and with global quotient
field K.

b) PK is the set of all non-zero prime ideals of O.
Since O is a Dedekind domain, each p ∈ PK is maximal, and since K is
global, the residue field K̄p = O/p is finite. To each p ∈ PK corresponds a
valuation vp of K.

c) For each algebraic extension L of K, let OL be the integral closure of O in
L and let PL be the set of all maximal ideals of OL (which is in fact the set
of all non-zero prime ideals of OL). In particular OK = O. Note that the
Jacobson radical ofOL is zero. To each p ∈ PL corresponds a valuation vp of
L which extends vp∩K ; for a positive integer n and a = (a1, . . . , an) ∈ Ln
we denote vp(a) = min

1≤i≤n
vp(ai). If L is a normal extension of K and

σ ∈ Aut(L/K), then σ acts naturally on PL by vpσ (aσ) = vp(a) for each
p ∈ PL and a ∈ L. We denote the localization of OL at p by OL,p. That is
OL,p = {x ∈ L| vp(x) ≥ 0}. Then OL,p is a valuation ring. If [L : K] <∞,

then OL is a Dedekind domain. In the general case, OL =
⋂

p∈PL

OL,p.

d) K̃ is the algebraic closure of K.

Õ = OK̃ , P̃ = PK̃ , and ÕP = OK̃,P for P ∈ P̃ .

e) In order that the results of this work will be accomplished also for the case
O = K we define in this case, for each algebraic extension L of K, OL = L,
PL = {0} and, for p ∈ PL, vp(x) = 0 for each x ∈ L× and OL,p = L. In

particular Õ = K̃ and ÕP = K̃ for P ∈ P̃ .

Definition 1.2. We are talking on the explicit case if O is presented in K [FrJ08,
p. 404, the paragraph after Def. 19.1.1]. Since K is global, it has elimination theory
[FrJ08, p. 410, Def. 19.2.8].
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In the explicit case we have in particular that K̃ is a presented field with elim-

ination theory [FrJ08, p. 413, Lemma 19.4.1]. Also, Õ is presented in K̃ since for

each x ∈ K̃ we can compute f(X) = irr(x,K) and check if all its coefficients belong

to O; if so then x ∈ Õ, otherwise x /∈ Õ.

1.2. Effective Computability Domain.

Definition 1.3. A commutative domain R is called Euclidean ring if there exists
a function

δ : Rr{0} → N
which satisfies that for each a, b ∈ Rr{0}, δ(ab) = δ(a)δ(b) and there exist c, r ∈ R
such that a = bc+ r and δ(r) < δ(b) or r = 0. We also define δ(0) = 0.

If in addition R satisfies that for each n ∈ N, the set {a ∈ R| δ(a) ≤ n} is finite,
then R is called Euclidean ring of finite type.

For example, Z with δ(a) = |a| and Fp[t] with δ(g(t)) = cdeg(g), where 2 ≤ c ∈ N
is any constant, are Euclidean rings of finite type.

An Euclidean ring is in particular a principal ideal domain and hence is a unique
factorization domain.

An Euclidean ring of finite type R is called presented if the following four
properties are satisfied:

(1) R is a presented ring [FrJ08, p. 404, Definition 19.1.1].
(2) For each n ∈ N, the finite set {a ∈ R | δ(a) ≤ n} is given explicitly.

Note that {a ∈ R | δ(a) = 1} is the set of invertible elements of R. Indeed,
let a ∈ R. It follows from the equality δ(1) = δ(1 · 1) = δ(1) · δ(1) that
δ(1) = 1; hence, if ab = 1, then δ(a)δ(b) = δ(ab) = 1 and therefore δ(a) = 1.
On the other hand, there exist c, r ∈ R such that 1 = ac+r and δ(r) < δ(a).
Hence, if δ(a) = 1, then r = 0 and ac = 1.

(3) The set of the irreducible elements of R is a primitive recursive subset of R
which is given explicitly. Also, each element of R can be written effectively
as a product of irreducible elements of R (up to an invertible element of
R).

(4) The function δ is presented and we can effectively perform division with a
remainder as above.

In particular we can effectively find, using Euclid’s algorithm, a greatest common
divisor of two elements in R.

Definition 1.4. We say that the ring O is an effective computability domain
(i.e., we can effectively perform in it calculations), if O is presented in K and
O = S−1

0 O0, where O0 is an Euclidean domain of finite type and S0 is a presented
multiplicative subset of O0 (S0 is presented by a set of generators which contains
irreducible elements of O0 given explicitly). Note that for S0 = O0 r{0} we get
O = K. Also, the Jacobson radical of O is zero if and only if O = K or S0 is
disjoint from an infinite subset of the irreducible elements of O0.

1.3. Pseudo Algebraic Closed Fields over Rings of Integers. Recall that
a field M is pseudo algebraically closed (PAC) if every absolutely irreducible
variety V defined over M has an M -rational point. If R is a subring of M , then M
may have a stronger property [JaR94]:

Definition 1.5. Let R be a subset of a field M . We say that M is PAC over
R if for every absolutely irreducible variety V of dimension r ≥ 0 and for each
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dominating separable rational map ϕ : V → Ar over M there exists a ∈ V (M) such
that ϕ(a) ∈ Rr.

Note that if S is a subring of M which contains R, then M is also PAC over S.
As in the case of PAC fields, it suffices to check the condition of Definition 1.5

only for plane curves [JaR94, Lemma 1.3]:
Let R be a subring of a field M . A necessary and sufficient condition for M to be
PAC over R is:
For each absolutely irreducible polynomial f ∈ M [T,X] such that ∂f

∂X 6= 0 and for
each 0 6= g ∈M [T ] there exists (a, b) ∈ R×M such that f(a, b) = 0 and g(a) 6= 0.

We denote the separable closure of K by Ksep and the absolute Galois group,
Gal(Ksep/K), of K by Gal(K). Recall that if σ1, . . . , σe ∈ Gal(K), then Ksep(σ)
is the fixed field in Ksep of σ1, . . . , σe. We denote its maximal purely inseparable

extension by K̃(σ). The following result follows from [JaR94, Prop. 3.1]:

Proposition 1.6. Let e be a positive integer. Then, for almost all σ ∈ Gal(K)e,

the fields Ksep(σ) and K̃(σ) are PAC over O.

We denote the integral closure, OK̃(σ), of O in K̃(σ) by Õ(σ). Then, it follows

from Proposition 1.6, in particular, that

Proposition 1.7. Let e be a positive integer. Then, for almost all σ ∈ Gal(K)e,

the field K̃(σ) is PAC over Õ(σ).

This property of the field K̃(σ) that it is PAC over Õ(σ) is responsible for the
next three results which we shall use in this work. The first result is a conse-
quence from the weak approximation theorem for absolutely irreducible varieties
over K̃(σ), the second result is a consequence from Rumely’s local global principle

for absolutely irreducible varieties over K̃(σ), and the third result is that Õ(σ) is
a Bezout domain. We shall prove these properties in general for a perfect algebraic
extension M of K which is PAC over OM . In particular this includes M = K̃ since

K̃ is perfect and PAC over Õ.

Lemma 1.8. Assume that O 6= K and let M be a perfect algebraic extension of K
which is PAC over OM . Let c1, . . . , cq be nonunits in OM . Then there are distinct
n1, . . . , nq ∈ PM such that ci ∈ ni for all i.

Proof. Let L be a finite subextension of M/K which contains c1, . . . , cq. Since
c1, . . . , cq are nonunits in OL, there exist m1, . . . ,mq ∈ PL such that ci ∈ mi,
i = 1, . . . , q.

Let S = {m1, . . . ,mq}. For each m ∈ S, let Ltm be the maximal Galois extension
of L in which m totally splits. If Lm is a Henselian closure of L with respect to vm,

then Ltm =
⋂

σ∈Gal(L)

Lσm. Then Ltot,S :=
⋂
m∈S

Ltm is the maximal Galois extension

of L in which each m ∈ S totally splits. By [JaR95, Lemma 1.4], M1 = M∩Ltot,S is
weakly PSC over OM1

: for each absolutely irreducible polynomial h ∈M1[T, Y ]
which is monic in Y such that the roots of h(0, Y ) are distinct and in Ltot,S , and
for each g ∈ M1[T ] such that g(0) 6= 0 there exists (a, b) ∈ OM1 ×M1 such that
h(a, b) = 0 and g(a) 6= 0.

SinceOL has a trivial Jacobson radical, it follows that PL is infinite. In particular
PLrS 6= ∅. If m ∈ PLrS and v is an extension of vm to a valuation of M1, then
the Henselian closure of M1 at v is Lsep [JaR95, Prop. 1.9(a)]. If L1 is a finite
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subextension of M1/L, then L1 is a global field and the Henselization of L1 at v|L1

is not separably closed. Hence M ∩ Ltot,S/L is an infinite extension. Therefore
each m ∈ S factors in OM .

Conclude that there exist distinct n1, . . . , nq ∈ PM such that mi ⊂ ni (hence
ci ∈ ni), i = 1, . . . , q. �

Theorem 1.9. Let M be a perfect algebraic extension of K which is PAC over
OM . Let V be an absolutely irreducible closed variety in Am which is defined over
M , let f ∈ OM [X1, . . . , Xm] and define Vf := {x ∈ V | f(x) 6= 0}. Suppose that

Vf (ÕP) 6= ∅ for every P ∈ P̃ . Let k1, . . . , kq be polynomials in OM [X] with q = 0

if O = K. Assume that for each j between 1 and q there exists Pj ∈ P̃ and aPj ∈
Vf (ÕPj ) such that kj(aPj ) is a nonunit in ÕPj . Then there exists a ∈ Vf (OM )
such that kj(a) is a nonunit in OM for all j.

Proof. If q = 0, the theorem follows from Rumely’s local-global principle for abso-
lutely irreducible affine varieties over M [JaR98, Thm. 1.5]. So assume that q ≥ 1
(hence O 6= K).

For each p ∈ PM we choose a Henselian closure Mp of M at vp and extend
vp to a valuation of Mp. We denote the ring of integers {x ∈ Mp | vp(x) ≥ 0}
of Mp by OMp,p. Since M is PAC, it follows that Mp = K̃ [FrJ08, p. 205, Cor.

11.5.5]. Hence, for each p ∈ PM , there exists P ∈ P̃ such that vp = vP (and

therefore OMp,p = ÕP). Thus Vf (OMp,p) 6= ∅ for every p ∈ PM . Also, for each j
between 1 and q, we can replace Pj and aPj by Pσ

j and aσPj , respectively, for some

σ ∈ Gal(M), to assume that vPj = vpj , where pj = Pj ∩M .
Let j ∈ {1, . . . , q}. Denote γj = vpj (f(aPj )). Then 0 ≤ γj < ∞. Let Wj =

{
(
x, f(x), kj(x)

)
|x ∈ V }. Then Wj is an absolutely irreducible closed variety in

Am+2 which is defined overM such thatWj(OMp,p) 6= ∅ for every p ∈ PM . It follows
from the weak approximation theorem for affine absolutely irreducible varieties over
M [JaR98, Thm. 1.8(a)] that there exists

(
aj , f(aj), kj(aj)

)
∈Wj(OM ) such that

vpj
((

aj , f(aj), kj(aj)
)
−
(
aPj , f(aPj ), kj(aPj )

))
> γj .

In particular, vpj
(
f(aj)

)
= γj < ∞ (hence f(aj) 6= 0). Therefore aj ∈ Vf (OM ).

Moreover, since kj(aPj ) is a nonunit in ÕPj , vpj (kj(aPj )) > 0. Hence vpj (kj(aj)) >
0 and, therefore, kj(aj) is a nonunit in OM .

By Lemma 1.8, there exist distinct n1, . . . , nq ∈ PM such that kj(aj) ∈ nj for all
j. Let

W = {(x, f(x), k1(x), . . . , kq(x)) |x ∈ V }.
Then W is an absolutely irreducible closed variety in Am+1+q which is defined over
M . Let γ = vn1

(f(a1)). Then 0 ≤ γ < ∞. By the weak approximation theorem
for affine absolutely irreducible varieties over M [JaR98, Thm. 1.8(a)], again, there
exists (a, f(a), k1(a), . . . , kq(a)) ∈W (OM ) such that

vnj
(
(a, f(a), k1(a), . . . , kq(a))− (aj , f(aj), k1(aj), . . . , kq(aj))

)
> γ,

j = 1, . . . , q. In particular f(a) 6= 0; hence a ∈ Vf (OM ). Also, for each j between 1
and q, vnj (kj(a)) > 0 (since vnj (kj(aj)) > 0); hence kj(a) is a nonunit in OM . �

Theorem 1.10. Let M be a perfect algebraic extension of K which is PAC over
OM , let V ⊆ An be an absolutely irreducible variety defined over M , and let a =
(a1, . . . , an) ∈ V (K̃). Then there exists b = (b1, . . . , bn) ∈ V (M) such that, for
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each i between 1 and n, we get that, if ai ∈ M×, then bi
ai

is an invertible element
of OM , and if ai = 0, then bi ∈ OM .

Proof. We denote the set of all natural numbers between 1 and n such that ai 6= 0

(resp., ai ∈M×) by I (resp., I0). Let 0 6= a ∈ O be such that aai ∈ Õ for each i ∈
I r I0 and let x = (x1, . . . , xn) be a generic point of V . Denote I1 = {i+n | i ∈ I0}
and let

yi =


xi
ai

i ∈ I0
ai
xi

i ∈ I1
axi i ∈ I r I0

xi i ∈ {1, . . . , n}r I

and ci =


1 i ∈ I0
1 i ∈ I1
aai i ∈ I r I0

0 i ∈ {1, . . . , n}r I

.

Let W ⊆ An+|I0| be the M -variety generated by the point y = (y1, . . . , yn+|I0|).
Since M(y) = M(x), W is an absolutely irreducible variety over M , and since

c ∈W (Õ), W (Õ) 6= ∅. Then, since OM satisfies Rumely’s local global principle, it

follows that W (OM ) 6= ∅ [JaR98, Cor. 1.7 (for N = K̃)]. Suppose that d ∈W (OM ).
In particular, di · di+n = 1 for each i ∈ I0. Let

bi =


aidi i ∈ I0
di
a i ∈ I r I0

di i ∈ {1, . . . , n}r I

.

Then b = (b1, . . . , bn) ∈ V (M) and it satisfies that bi
ai

= di is an invertible element

of OM for each i ∈ I0, and bi = di ∈ OM for each i ∈ {1, . . . , n}r I. �

An integral domain R is called a Bezout domain if each finitely generated ideal
of R is principal.

Lemma 1.11. Let M be an algebraic extension of K which is PAC over OM . Let

0 6= a ∈ OM and let α ∈ Õ and n ∈ N be such that αn = a. Then there exists

β ∈ OM such that β
α is an invertible element of Õ.

Proof. Let 0 6= b ∈ OM and consider β ∈ Õ which satisfies βn + abβ− a = 0. Then

(βα )n + bα · βα − 1 = 0 and 1 + bα · (αβ )n−1 − (αβ )n = 0. Therefore α
β ,

β
α ∈ Õ and

hence β
α is invertible in Õ.

Consider now the absolutely irreducible polynomial f(T,X) = Xn + aTX − a ∈
M [T,X] which satisfies ∂f

∂X 6= 0. Since M is PAC over OM , it follows that there
exists (b, β) ∈ OM ×M such that βn + abβ − a = f(b, β) = 0 and, by the above

discussion, it follows that β
α is an invertible element of Õ. �

Theorem 1.12. Let M be an algebraic extension of K which is PAC over OM , let
K1 be a finite subextension of M/K and let a be an ideal of OK1

. Then there exist
a finite subextension L of M/K1 and c ∈ OL such that aOL = cOL. Hence OM is
a Bezout domain.

Proof. Since K1 is a global field, OK1
has a finite class number h > 0. Hence there

exists a ∈ OK1
such that ah = aOK1

. Let α ∈ Õ be such that αh = a. Then, it
follows from Lemma 1.11 that there exists c ∈ OM such that ε = c

α is invertible in

Õ. Therefore εh = ch

a is an invertible element of OM . Let L = K1(c). Then

(aOL)h = ahOL = aOL = ( cε )hOL = (cOL)h .
Thus, since OL is a Dedekind domain, aOL = cOL. �
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1.4. Rings Covers and Decomposition Groups. Recall the definitions of a
discriminant and a ring cover [FrJ08, Section 6.1]:
Let R be an integrally closed integral domain with a quotient field E.

Definition 1.13. Let f be a monic polynomial in R[X] and suppose that

n∏
i=1

(X−xi)

is the decomposition of f into linear factors. The discriminant of f is, up to a
sign,

Disc(f) =
∏
i6=j

(xi − xj) =

n∏
j=1

f ′(xj) .

Then, Disc(f) ∈ R and Disc(f) 6= 0 if and only if the xi’s are distinct.
Suppose that f is irreducible. In this case

Disc(f) = NE(x1)/E(f ′(x1)) .

We call NE(x1)/E(f ′(x1)) the discriminant of x1 over E.

Remark 1.14. Let E′ be a subextension of E(x1)/E and let R′ be the integral
closure of R in E′. Since each root of the polynomial irr(x1, E

′) is also a root of
the polynomial irr(x1, E), it follows that the discriminant, d′, of x1 over E′ divides
the discriminant, d, of x1 over E in R′. In particular, if d is an invertible element
of R, then d′ is an invertible element of R′.

Definition 1.15. [FrJ08, p. 109, Def. 6.1.3]. Consider two integrally closed integral
domains R ⊆ S with their respective quotient fields E ⊆ F such that F/E is
finite and separable. Suppose that S = R[z], where z is integral over R and the
discriminant of z over E is a unit of R (that is, an invertible element in R). In
this set up we say that S/R is a ring cover and that F/E is the corresponding
field cover. In this case [FrJ08, p. 109, Lemma 6.1.2] implies that S is the integral
closure of R in F . We call the element z a primitive element for the cover. If
in addition F/E is Galois, then S/R is called a Galois ring cover.

Remark 1.16. In the explicit case, if R = K[x1, . . . , xn] is a finitely generated
extension of K, but not necessarily integrally closed, then we can find, effectively if
R is presented over K, xn+1 ∈ E = K(x1, . . . , xn) such that R′ = K[x1, . . . , xn+1]
is integrally closed [FrJ08, Section 19.7]. Suppose that z is a primitive element for
the extension F/E and that f ∈ R[Z] is an irreducible polynomial over E such that
f(z) = 0. Multiply xn+1 by the inverse of the product of the leading coefficient and
the discriminant of f . Then S′ = R′[z] is a ring cover of R′ with a primitive element
z. If R′ and z are presented over K, then the discriminant Disc(f) = NF/E(f ′(z))
can be effectively computed [FrJ08, Section 19.2].

Recall the definition of a normal basic set [FrJ08, Section 19.6]:

Definition 1.17. Let L be a field.

a) An L-constructible subset A of An is called L-basic if A = V rV (g),
where V = V (f1, . . . , fm) with f1, . . . , fm, g ∈ L[X1, . . . , Xn] is an L-variety
on which g does not vanish. If x is a generic point of V , then we call
L[A] = L[x, g(x)−1] the coordinate ring of A and L(A) = L(x) the
function field of A. The dimension of A is the transcendence degree
of L(A)/L. Furthermore, the basic set A is normal if L[A] is integrally
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closed, and A is presented if the polynomials f1, . . . , fm, g and the ring
L[A] are presented.

b) Let P be a property of constructible sets (e.g., basic, normal, nonsingular,
etc.). A P-stratification of a constructible set A is a finite collection
{Ai| i ∈ I} of disjoint constructible sets having property P such that A =⋃
·
i∈I

Ai. We refer to Ai as a P-set, i ∈ I.

c) Let A be an L-normal basic set and let C be an integral domain extending
L[A] such that C/L[A] is a (Galois) ring cover. We call C/A a (Galois)
ring/set cover over L.

As a result from Remark 1.16 we get

Remark 1.18. In the explicit case, suppose that A is a presented K-normal set
and that F is a presented finite separable extension of K(A). Then [FrJ08, p. 426,
Lemma 19.7.2] effectively produces an integral domain C with these properties: the
quotient field, K(C), of C is F ; and there is a presented K-basic set A′, open in
A, with C/A′ a ring/set cover over K. Also, we can effectively find a primitive
element z for the ring cover C/K[A′].

The next lemma [FrJ08, p. 424, Lemma 19.6.6] is the key lemma in the stratifi-
cation procedure of Chapter II.

Lemma 1.19. (The stratification lemma). Let P be a property of constructible sets.
Suppose that for each presented L-basic set A we can effectively compute an L-basic
P-set B, open in A. Then we can effectively produce a P-stratification of each
presented constructible set.

Now, Recall the definition of a decomposition group of a homomorphism and the
definition of an Artin symbol [FrJ08, Section 30.1]:

Definition 1.20. Let C/A be a Galois ring/set cover over a field L with

L[A] = L[x1, . . . , xn, g(x)−1]

and let z be a primitive element for the ring cover C/L[A]. We denote the Galois
group Gal(L(C)/L(A)) by Gal(C/A) and consider a field M which contains L.
If (a1, . . . , an) ∈ A(M), then the L-specialization x 7→ a uniquely extends to a
homomorphism ϕ0 of L[A] into M . We extend ϕ0 further to a homomorphism ϕ
from C into a Galois extension N = M(ϕ(z)) of M . Then

a) D(ϕ) = {σ ∈ Gal(C/A)| (∀u ∈ C)[ϕ(u) = 0⇒ ϕ(σu) = 0]}
is the decomposition group of ϕ,

b) DM (ϕ) = {σ ∈ Gal(C/A)| (∀u ∈ C)[ϕ(u) ∈M ⇒ ϕ(σu) = ϕ(u)]}
is a subgroup of D(ϕ). If we want to emphasize that DM (ϕ) is a subgroup
of Gal(C/A) we shall also write DM (ϕ),L(A) instead of DM (ϕ).

c) As ϕ ranges over all possible extensions of ϕ0 to C, the group DM (ϕ) ranges
over a conjugacy class of subgroups of Gal(C/A). We refer to this class as
the Artin symbol of a in Gal(C/A) and we denote it by Ar(C/A,M,a).
Whenever there can be no confusion, we omit reference to the cover from
the Artin symbol and write it as Ar(A,M,a). If H ∈ Ar(A,M,a), then

Ar(A,M,a) = {Hσ| σ ∈ Gal(C/A)} .
Remark 1.21. We continue to hold the notations in Definition 1.20 and let Ē and
F̄ be the quotient fields of ϕ(L[A]) and ϕ(C), respectively. Then
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a) Each σ ∈ D(ϕ) induces an element σ of Gal(F̄ /Ē) by the formula σ(ϕ(u)) =
ϕ(σu) for each u ∈ C. From [FrJ08, p. 109, Lemma 6.1.4], the map
ϕ′ : D(ϕ)→ Gal(F̄ /Ē) that maps σ to σ is an isomorphism. Furthermore,
ϕ′ maps the subgroup DM (ϕ) of D(ϕ) onto Gal(F̄ /F̄ ∩M). Thus, the com-
position of the isomorphism resF̄ : Gal(N/M)→ Gal(F̄ /F̄∩M) with (ϕ′)−1

gives an isomorphism ϕ∗ : Gal(N/M) → DM (ϕ), where ϕ(ϕ∗(σ)(u)) =
σ(ϕ(u)) for each σ ∈ Gal(N/M) and each u ∈ C.

b) If M = L, then DM (ϕ) = D(ϕ).
c) If D/A is another Galois ring/set cover such that C ⊆ D and ϕ is an L-

homomorphism of D into M̃ , then resL(C)DM (ϕ) = DM (resL(C)ϕ) and
hence, for a ∈ A(M), we get that

Ar(C/A,M,a) = resL(C)Ar(D/A,M,a)
[FrJ08, page 709].

d) Replacement of A by an open subset A′ does not affect the Artin symbol.
Indeed, let h ∈ L[X1, . . . , Xn] be a polynomial that does not vanish on A
and let A′ = ArV (h), and C ′ = C[h(x)−1], where x is a generic point
of A. Then C ′/A′ is also a Galois ring/set cover. If a ∈ A′(M), then
Ar(A′,M,a) = Ar(A,M,a).

e) More generally, if A′ is an L-normal basic set contained in A with a
generic point x′, then the specialization x 7→ x′ uniquely extends to an
L-homomorphism, τ0, of L[A] into L[A′] [FrJ08, p. 424, Remark 19.6.4].
We further extend τ0 to a homomorphism τ from C onto a Galois exten-
sion L(C ′) of L(A′), where C ′ = τ(C). Then C ′/A′ is a Galois ring/set
cover and τ induces an isomorphism τ∗ : Gal(C ′/A′) → D(τ) such that
τ(τ∗(σ)(u)) = σ(τ(u)) for each σ ∈ Gal(C ′/A′) and each u ∈ C (this fol-
lows from a) and b) for L(A′) instead of L and M). If a ∈ A′(M), then
τ∗(Ar(A′,M,a)) ⊆ Ar(A,M,a) [FrJ08, page 710].

2. Elimination by Parts of Quantifiers from Existential Formulas

2.1. Radical Relations.

Notation 2.1. Let R be a commutative ring with a unit.

a) For a1, . . . , an ∈ R we denote the ideal of R which is generated by a1, . . . , an
by (a1, . . . , an)R; i.e., (a1, . . . , an)R = a1R + · · · + anR. We omit the
reference to R if it is clear from the context.

b) Let a, b be two ideals of R. We denote the ideal
{z ∈ R| zb ⊆ a}

by a : b. Note that b ⊆ a⇔ a : b = R.
c) We denote the collection of all maximal ideals by Max(R) and the collection

of all nonzero prime ideals of R by Spec(R). For p ∈ Spec(R) we denote
the localization of R at p by Rp.

d) For an ideal a of R we denote the Jacobson radical of a by RadRa =⋂
m∈Max(R)

m⊇a

m if a 6= R and by RadRa = R if a = R (we omit the reference

to R if it is clear from the context). If Max(R) = Spec(R) and a 6= 0 this
is also the nilradical√

a = {x ∈ R | there exists n ∈ N such that xn ∈ a}
of a [Mat86, page 3]. If R is a field, then RadR0 = 0 =

√
0.
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e) Suppose that R is a Bezout domain. For x, y ∈ R we denote a generator of
the ideal (x, y)R (which is determined up to a unit of R) by gcd(x, y). We
denote

(x : y) =


x

gcd(x,y) y 6= 0

1 y = 0

.

Then (x : y) is a generator of the ideal xR : yR = {z ∈ R | zy ∈ xR}.
Indeed, it is clear that (x : y) ∈ xR : yR and if y = 0 then xR : {0} = {z ∈
R| 0 ∈ xR} = R. Therefore, suppose that y 6= 0 and let z ∈ R be such that
yz ∈ xR. That is, there exists a ∈ R such that yz = ax. Then ax

y = z ∈ R.

Let d = gcd(x, y). Then d 6= 0 and there exist x′, y′ ∈ R such that x = x′d,

y = y′d, and gcd(x′, y′) = 1. Hence, since ax′

y′ = ax
y = z ∈ R, it follows that

y′|a in R. Therefore a
y′ ∈ R and z = a

y′x
′ = a

y′
x

gcd(x,y) = a
y′ (x : y). That is

z ∈ (x : y)R. Thus xR : yR = (x : y)R.

Remark 2.2. Let R be a commutative ring with a unit.

a) For each x, y ∈ R and each p ∈ Spec(R),
Rp |= x|y ⇔ (xR : yR) 6⊆ p .

Indeed, (xR : yR) 6⊆ p if and only if there exists z ∈ Rr p such that
zy ∈ xR iff y ∈ xRp iff x|y in Rp.

b) Let a and b be ideals of R. Then
a ⊆ RadRb⇔

(
∀m ∈ Max(R)

)
[b ⊆ m⇒ a ⊆ m] .

c) Let a and b be ideals of R. Then
a ⊆ RadRb⇔ (∀z ∈ R) [1 ∈ a + zR⇒ 1 ∈ b + zR] .

Indeed, if b = R, then the claim is clear. Also, if R is a field and b = 0, then
RadRb = 0 and the claim is clear. Therefore, assume that R is not a field
and b 6= R. If a ⊆ RadRb, then a is contained in each m ∈ Max(R) which
contains b. Let z ∈ R satisfies a + zR = R and assume, on the contrary,
that b + zR 6= R. Then there exists m ∈ Max(R) which contains b + zR
(and in particular contains b). Since a ⊆ m, m + zR = R. But this is a
contradiction to zR ⊆ m. Conversely, let a be an ideal of R such that for
each z ∈ R, b+ zR = R or a+ zR 6= R. Let m ∈ Max(R) which contains b.
We need to show that a ⊆ m. Indeed, each z ∈ m satisfies b+ zR ⊆ m 6= R
and hence it follows from the assumption that also a + zR 6= R. Therefore
a + m 6= R and thus a ⊆ m.

d) Let x, y1, . . . , yl ∈ R. Then
x ∈ Rad(y1, . . . , yl)⇔ (∀z ∈ R)[1 ∈ (z, x)⇒ 1 ∈ (z, y1, . . . , yl)] .

Remark 2.3. If L is an algebraic extension of K, then Max(OL) = Spec(OL) = PL
and hence, for each ideal a of OL,

RadOLa =
⋂

p∈PL
p⊇a

p = {x ∈ OL | there exists n ∈ N such that xn ∈ a} .

Note that if a = 0 then, since the Jacobson radical of OL is zero, it follows that
RadOLa = 0 =

√
a.

For p ∈ PL, Max(OL,p) = {pOL,p} = Spec(OL,p).

Definition 2.4. Let R be a commutative ring with a unit. For any two positive
integers k, l we introduce a (2k + 2l)-place relation Radk,l on R as follows: Let
a = (a1, . . . , ak),b = (b1, . . . , bk) ∈ Rk, c = (c1, . . . , cl),d = (d1, . . . , dl) ∈ Rl; then

albanian-j-math.com/archives/2019-01.pdf

http://albanian-j-math.com/archives/2019-01.pdf


Primitive Recursive Decidability for Large Rings 14

R |= Radk,l(a,b, c,d)⇔
k∏
i=1

(aiR : biR) ⊆ RadR

( l∑
j=1

(cjR : djR)
)
.

Remark 2.5. Let R be a commutative ring with a unit.

a) By Remark 2.2 c), the relations Radk,l are definable in the ring R in the
language of rings.

b) Let a ∈ R. Then a = 0⇔ Rad1,1(1, 1, 0, a) .
Indeed, let 0 be the zero ideal in R. Then

a = 0⇔ aR ⊆ 0⇔ (0 : aR) = R⇔ RadR(0 : aR) = R
⇔ 1R : 1R ⊆ RadR(0R : aR)⇔ Rad1,1(1, 1, 0, a) .

c) If R is a field, then, for each a, b ∈ R, aR : bR = R or aR : bR = 0 and we
have

aR : bR = 0⇔ a = 0 ∧ b 6= 0 and aR : bR = R⇔ a 6= 0 ∨ b = 0 .
Also, for each two ideals a and b of R,

ab = R⇔ a = R ∧ b = R (ab = 0⇔ a = 0 ∨ b = 0) ,
a + b = R⇔ a = R ∨ b = R (a + b = 0⇔ a = 0 ∧ b = 0) , and

a ⊆ RadRb⇔ a = 0 ∨ b = R
(since RadRb = b). Hence, in this case, we can replace the relations Radk,l
by a disjunction of conjunctions of equalities and inequalities.

Remark 2.6. Let R be a Bezout domain. Then

a) For a,b ∈ Rk and c,d ∈ Rl we have

R |= Radk,l(a,b, c,d)⇔
k∏
i=1

(ai : bi) ∈ RadR

( l∑
j=1

(cj : dj)R
)
.

b) For a, b1, . . . , bl ∈ R,

a ∈ (b1, . . . , bl)R⇔ 1 ∈ ((b1 : a), . . . , (bl : a))R
⇔ R |= Rad1,l(1, 1, b1, . . . , bl, a, . . . , a) .

That is, we can get a quantifier-free definition of ideal membership using
the relation Rad1,l.

c) Diophantine problems on Õ can be reduced to (decidable) ideal membership

questions and hence, by b), to questions of the form Õ |= Radk,l(a,b, c,d)

(Note that Õ is a Bezout domain). Here are two examples:

(1) Skolem [Sko34]: A polynomial a0X
n+a1X

n−1 + · · ·+an ∈ Õ[X] repre-

sents a unit of Õ (i.e., there exists x ∈ Õ such that a0x
n+a1x

n−1 + · · ·+an
is a unit of Õ) if and only if 1 ∈ (a0, . . . , an)Õ.

(2) Birch [Bir85]: If the polynomial
∑
aijX

iY j ∈ Õ[X,Y ] is homogeneous and

b ∈ Õ, then: there exist x, y ∈ Õ such that
∑
aijx

iyj = b if and only if b
belongs to the ideal generated by the aij ’s.

Remark 2.7. Let M be an algebraic extension of K.

a) Let L be a finite subextension of M/K and let a, b be two ideals of OL.
Then
(1) For each p ∈ PL and each P ∈ PM which lies above p, P ⊇ aOM ⇔

p ⊇ a .
Every torsion-free moduleM over a Dedekind domain A (i.e., 0 6= a ∈ A,

0 6= m ∈ M ⇒ am 6= 0) is flat [Mat86, Ex. 11.8, p. 86]. In particular, OM
is a flat OL-module and it follows from [Mat86, Thm. 7.4] that

Albanian J. Math. 13 (2019), no. 1, 3 - 93.

http://albanian-j-math.com/vol-13.html


Aharon Razon 15

(2) (a ∩ b)OM = aOM ∩ bOM and
(3) (a : b)OM = aOM : bOM .

Over a there are only finitely many prime ideals. Hence, by (2) and (1),
(4) (RadOLa)OM = (

⋂
p∈PL
p⊇a

p)OM =
⋂

p∈PL
p⊇a

(pOM )

⊆
⋂

p∈PL
p⊇a

⋂
P∈PM
P⊇pOM

P =
⋂

P∈PM
P⊇aOM

P = RadOM (aOM ) .

Also, by (1),
(5) (RadOM (aOM )) ∩ OL =

⋂
P∈PM
P⊇aOM

(P ∩ OL) =
⋂

p∈PL
p⊇a

p = RadOLa .

Then, it follows from (4) and (5) that
(6) bOM ⊆ RadOM (aOM )⇔ b ⊆ RadOLa .

Suppose that a =
∏

p∈PL

pe(p) and b =
∏

p∈PL

pf(p), where e(p) and f(p)

are non-negative integers and almost all of them are zero. Then
(7) For each p ∈ PL, e(p) > f(p)⇔ a ⊇ pb⇔ a : b ⊆ p .

Thus

a : b =
∏

p∈PL
e(p)>f(p)

pe(p)−f(p) .

b) Let a,b ∈ OkM and c,d ∈ OlM and suppose that all the coordinates of
a,b, c,d are in OL, for a finite extension L of K. It follows from (3) that
for each x, y ∈ OL, (xOL : yOL)OM = xOM : yOM . Hence, it follows from
(6) that
(8) OM |= Radk,l(a,b, c,d)

⇔
k∏
i=1

(aiOL : biOL) ⊆ RadOL

( l∑
j=1

(cjOL : djOL)
)

⇔ OL |= Radk,l(a,b, c,d) .

Since the coordinates of a,b, c,d belong to Õ, it follows that (8) is

satisfied also for Õ instead of OM . Thus

Õ |= Radk,l(a,b, c,d)⇔ OM |= Radk,l(a,b, c,d) .

c) Let a,b ∈ OkM and c,d ∈ OlM . Then

OM |= Radk,l(a,b, c,d)⇔

(∀P ∈ PM )
[( l∧

j=1

vP(cj) > vP(dj)
)
⇒
( k∨
i=1

vP(ai) > vP(bi)
)]
.

Indeed, it follows from (8) that

OM |=Radk,l(a,b, c,d)⇔
k∏
i=1

(aiOL : biOL) ⊆ RadOL

( l∑
j=1

(cjOL : djOL)
)
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where L is a finite subextension of M/K such that a,b ∈ OkL and c,d ∈ OlL.
Denote ai = (aiOL : biOL), i = 1, . . . , k, bj = (cjOL : djOL), j = 1, . . . , l,

a =
∏k
i=1 ai and b =

∑l
j=1 bj . Then, it follows from (7) that

OM |= Radk,l(a,b, c,d)⇔ a ⊆ RadOLb

⇔ (∀p ∈ PL)
[
b ⊆ p⇒ a ⊆ p

]
⇔ (∀p ∈ PL)

[ l∧
j=1

bj ⊆ p⇒
k∨
i=1

ai ⊆ p
]

⇔ (∀p ∈ PL)
[( l∧

j=1

vp(cj) > vp(dj)
)
⇒
( k∨
i=1

vp(ai) > vp(bi)
)]

⇔ (∀P ∈ PM )
[( l∧

j=1

vP(cj) > vP(dj)
)
⇒
( k∨
i=1

vP(ai) > vP(bi)
)]
,

as required.

Proposition 2.8. When O is an effective computability domain, then the relation

Radk,l on Õ is primitive recursive.

Proof. Let a,b ∈ Õk and c,d ∈ Õl. Then it follows from (8) that
(9) Õ |= Radk,l(a,b, c,d)⇔ OL |= Radk,l(a,b, c,d) ,

where L is a finite extension of K such that a,b ∈ OkL and c,d ∈ OlL. If p =
charK > 0 we (effectively) find a power q of p such that Lq is a separable extension
of K. Then, it follows from Remark 2.7 c) that

OL|= Radk,l(a,b, c,d)

⇔ (∀p ∈ PL)
[( l∧

j=1

vp(cj) > vp(dj)
)
⇒
( k∨
i=1

vp(ai) > vp(bi)
)]

⇔ (∀p ∈ PLq )
[( l∧

j=1

vp(cqj) > vp(dqj)
)
⇒
( k∨
i=1

vp(aqi ) > vp(bqi )
)]

⇔ OLq |= Radk,l(a
q,bq, cq,dq) .

Hence we can assume in (9), without loss, that L is a finite separable extension of
K.

Now, by Remark 2.7 c), we can check whether the ideal inclusion in (8) holds
by prime ideal factorization in OL: any p ∈ PL that divides each cjOL to higher
multiplicity than it divides the corresponding djOL, j = 1, . . . , l, must divide some
aiOL (i between 1 and k) to higher multiplicity than it does the corresponding

biOL. That is, in order to show that the relation Radk,l on Õ is primitive recursive,
we need to know how to (effectively) factor, for every finite separable extension
L of K and each x ∈ OL, the ideal xOL into a product of prime ideals. The
factorization procedure is written in Appendix A for the case that O = O0 is
a presented Euclidean domain of finite type. In the general case O = S−1

0 O0,
where S0 is a presented multiplicative subset of O0. We find s ∈ S0 such that
s ·NL/K(x) ∈ O0. Then sx ∈ O0,L. We factor the ideal sxO0,L into a product of
prime ideals of O0,L:

sxO0,L =
∏
p∈I

p .
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For each p ∈ I we find an irreducible element p of O0 such that pO0 = p ∩ O0. If
p ∈ S0 then S−1

0 p = OL = S−1
0 O0,L and if p /∈ S0 then S−1

0 p is a proper prime ideal

of S−1
0 O0,L = OL. We denote I ′ = {p ∈ I | p ∩ O0 = pO0 for some p /∈ S0}. Then

xOL = xS−1
0 O0,L = S−1

0

(
sxO0,L

)
= S−1

0

(∏
p∈I

p
)

=
∏
p∈I′

(
S−1

0 p
)
.

Thus, xOL =
∏
p∈I′

(
S−1

0 p
)

is the factorization of the ideal xOL into a product of

prime ideals of OL. �

2.2. The Languages Ldiv and Lrad.

Definition 2.9. Let L = {0, 1,+,−, ·} be the language of rings.

a) Ldiv = {0, 1,+,−, ·, | } is the language of rings augmented by the symbol |
of a binary relation which is interpreted in any ring as divisibility: x|y ↔
∃z[xz = y].
Lrad = {0, 1,+,−, ·, (Radk,l)k,l≥1} is the language of rings augmented by
the extra predicates Radk,l.

b) Let R be a commutative ring with a unit. We denote the languages L,
Ldiv, and Lrad augmented by a constant symbol for each element of R
by L(R), Ldiv(R), and Lrad(R), respectively. In any ring which contains
an homomorphic image R̄ of R, these symbols are interpreted as elements
of R̄ which satisfy the additive and multiplicative tables of corresponding
elements in R.

Note that each formula in the language L(Z) (resp., Ldiv(Z), Lrad(Z))
can be translated into a formula in the language L (resp., Ldiv, Lrad).

Remark 2.10.

a) An atomic formula in the language Ldiv(R) is a formula of the form a|b,
where a and b are terms in the language L(R). Note that equalities can be
replaced by divisibilities using a = 0↔ 0|a.

b) An atomic formula in the language Lrad(R) is of the form Radk,l(a,b, c,d)
where ai, bi, i = 1, . . . , k, and cj , dj , j = 1, . . . , l, are terms in the language
L(R). Note that, by Remark 2.5 b), we can replace equalities using the
equivalence a = 0↔ Rad1,1(1, 1, 0, a).

c) If E is a field, then by Remark 2.5 c), for each quantifier-free formula
ϕ(X1, . . . , Xn) in the language Lrad(E) corresponds a quantifier-free for-
mula ψ(X1, . . . , Xn) in the language L(E) such that for each field F which
contains E and each a ∈ Fn we have

F |= ϕ(a)⇔ F |= ψ(a) .

By Remark 2.7 b) we get

Proposition 2.11. Let ψ(Y1, . . . , Yn) be quantifier-free Lrad(O)-formula. Then,
for every algebraic extension M of K and each a ∈ OnM we have

Õ |= ψ(a)⇔ OM |= ψ(a) .

We shall use the following definition and the lemma after it in the beginning of
Section 3.

Definition 2.12.
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a) Let R be a commutative ring with a unit and let θ be a quantifier-free
sentence in the language Lrad(R). We define the definition set Dθ of θ
in R by an induction on the structure of θ:

If θ is the atomic formula Radk,l(a,b, c,d) where a,b ∈ Rk and c,d ∈
Rl, we denote I = {1, . . . , k}, J = {1, . . . , l} and define

Ia = {i ∈ I | ai 6= 0}, Ib = {i ∈ I | bi 6= 0}, and
Jc = {j ∈ J | cj 6= 0}, Jd = {j ∈ J | dj 6= 0} .

Then Dθ is defined to be the set
{ai, bi′ , cj , dj′ | i ∈ Ia, i′ ∈ Ib, j ∈ Jc, j′ ∈ Jd} .

If θ is the formula θ = θ1 ∨ θ2 and Dθ1 , Dθ2 have already been defined,
then Dθ = Dθ1 ∪Dθ2 . And if θ is the formula ¬χ and Dχ has already been
defined, then Dθ = Dχ.

b) Let R be an integrally closed integral domain with quotient field E, let
F be a finite separable extension of E and let z be a primitive element
for the extension F/E which is integral over R. Let θ be a quantifier-free
formula in the language Lrad(R[z]); that is, to θ corresponds a quantifier-
free formula ϕ(Z) in the language Lrad(R) such that θ = ϕ(z). Then Dθ is
a finite subset of R[z]r{0}. Let

cθ = NF/E(
∏
d∈Dθ

d) .

Then cθ is a nonzero element of R. If Dθ = ∅ we denote cθ = 1. We call cθ
the content of θ in R.

Suppose that R is presented in E and E has elimination theory.
Then, if θ is a presented sentence, that is, irr(z, E) and ϕ(Z) are given,
then we can effectively find Dθ and cθ.

Lemma 2.13. Let R be an integrally closed integral domain with a quotient field
E. Let F be a finite separable extension of E with a primitive element z which
is integral over R. Let θ be a quantifier-free sentence in the language Lrad(R[z]).
Let Dθ be the definition set of θ in R[z] and let cθ be the content of θ in R. Let
M be an algebraic extension of K and suppose that there exists a homomorphism
τ : R[z]→M which satisfies τ(cθ) 6= 0, τ(θ) ∈ Lrad(OM ), and OM |= τ(θ).

Let τ ′ : R[z]→M be a homomorphism which satisfies that τ ′(d)
τ(d) is an invertible

element of OM for each d ∈ Dθ. Then τ ′(θ) ∈ Lrad(OM ) and OM |= τ ′(θ).

Proof. Let ϕ(Z) be a quantifier-free formula in the language Lrad(R) which satisfies
θ = ϕ(z). It suffices to prove the lemma under the assumption that ϕ(Z) is an
atomic formula. Therefore, suppose that ϕ(Z) is the formula

Radk,l
(
a(Z),b(Z), c(Z),d(Z)

)
,

where a(Z),b(Z) ∈ R[Z]k and c(Z),d(Z) ∈ R[Z]l. Then τ(θ) is the sentence

Radk,l
(
τ(a(z)), τ(b(z)), τ(c(z)), τ(d(z))

)
.

Let i be a positive integer between 1 and k. If ai(z) = 0, then τ(ai(z)) = 0 =
τ ′(ai(z)). If ai(z) 6= 0, then ai(z) ∈ Dθ (in particular, τ(ai(z)) 6= 0) and hence
τ ′(ai(z))
τ(ai(z))

is an invertible element of OM . In any case, τ(ai(z))OM = τ ′(ai(z))OM .

Similarly, τ(bi(z))OM = τ ′(bi(z))OM for each i between 1 and k and τ(cj(z))OM =
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τ ′(cj(z))OM , τ(dj(z))OM = τ ′(dj(z))OM for each j between 1 and l. Thus τ ′(θ) ∈
Lrad(OM ) and

OM |= τ(θ)⇔ OM |= Radk,l
(
τ(a(z)), τ(b(z)), τ(c(z)), τ(d(z))

)
⇔

k∏
i=1

(
τ(ai(z))OM : τ(bi(z))OM

)
⊆ RadOM

( l∑
j=1

(
τ(cj(z))OM : τ(dj(z))OM

))

⇔
k∏
i=1

(
τ ′(ai(z))OM : τ ′(bi(z))OM

)
⊆ RadOM

( l∑
j=1

(
τ ′(cj(z))OM : τ ′(dj(z))OM

))
⇔ OM |= Radk,l

(
τ ′(a(z)), τ ′(b(z)), τ ′(c(z)), τ ′(d(z))

)
⇔ OM |= τ ′(θ) .

�

Remark 2.14.

a) If O = K, then OM = M . Assume that there exists a homomorphism
τ : R[z] → M which satisfies τ(cθ) 6= 0, τ(θ) ∈ Lrad(M), and M |= τ(θ).
Then, for any homomorphism τ ′ : R[z] → M which satisfies τ ′(cθ) 6= 0 we

have that τ ′(d)
τ(d) is an invertible element of OM for each d ∈ Dθ. Therefore,

for each such homomorphism τ ′, M |= τ ′(θ).
b) IfR = K[x1, . . . , xn], then to θ corresponds a quantifier-free formula ψ(X, Z)

in Lrad(K) such that θ = ψ(x, z). Suppose there is a K-homomorphism,

τ : K[x, z] → K̃, which satisfies τ(cθ) 6= 0 and K̃ |= τ(θ). Then, for every
algebraic extension M of K and each K-homomorphism, τ ′ : K[x, z]→M ,
which satisfies τ ′(cθ) 6= 0 we have M |= τ ′(θ).

Indeed, it follows from a) that K̃ |= τ ′(θ). That is,

K̃ |= ψ(τ ′(x), τ ′(z)) .

Hence, it follows from Proposition 2.11 that M |= ψ(τ ′(x), τ ′(z)). Thus,
M |= τ ′(θ).

The next theorem is proved in Appendix B.

Theorem 2.15. For each formula ϕ(Y), Y = (Y1, . . . , Yn), in the language Ldiv(O)
there exists a quantifier-free formula ϕ(Y) in the same language, such that ϕ(Y)↔
ϕ(Y) holds in all nontrivial valuation rings (i.e., which are not fields), which con-
tain a homomorphic image of O, with algebraically closed quotient field.

Moreover, if O is a presented ring and ϕ(Y) is presented, then we can effectively
(primitive recursively) construct ϕ(Y).

This theorem is corollary 3.4 in [Wei84] (for O = Z) which is an improvement of
[Rob56, p. 54]. (See also [MMD83, p. 83]; here, however, the procedure is only
recursive.)

Lemma 2.16. For each formula ϕ(Y), Y = (Y1, . . . , Yn), in the language Ldiv(O)
we can construct, effectively, if O is a presented ring and ϕ(Y) is presented, a
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quantifier-free Lrad(O)-formula ϕ′(Y) such that for every algebraic extension M of
K and for each a ∈ OnM we have

(∀P ∈ P̃ ) ÕP |= ϕ(a)⇔ OM |= ϕ′(a) .

Moreover, if O = K, then ϕ′(Y) is a quantifier-free L(K)-formula, and if O 6=
K, then ϕ′(Y) is a conjunction ϕ1(Y) ∧ · · · ∧ ϕr(Y) of atomic Lrad(O)-formulas.

Proof. If O = K, then ÕP = K̃ for P ∈ P̃ . Then, since the theory of algebraically
closed fields which contain K has an effective procedure of quantifiers elimination
in the language L(K), the claim is clear. Therefore, suppose that O 6= K. Then,

for each P ∈ P̃ , ÕP is not a field. Hence, using Theorem 2.15, we can assume
that ϕ(Y) is a quantifier-free formula in the language Ldiv(O). We write ϕ(Y) in
conjunctive normal form:∧

i∈I

( ∨
j∈Ji

ϕij(Y) ∨
∨
j∈J′i

¬ϕij(Y)
)

in which ϕij(Y) is an atomic formula in the language Ldiv(O). It suffices to prove
the desired result for each of the conjuncts. Hence, we may assume, without loss,
that ϕ(Y) is the formula

l∨
j=1

ψj(Y) ∨
k∨
i=1

¬χi(Y) ,

where χi(Y) is the formula αi(Y)|βi(Y) and ψj(Y) is the formula γj(Y)|δj(Y),
with αi, βi, γj , δj ∈ O[Y]. That is, we assume that ϕ(Y) is the formula

α1(Y) - β1(Y) ∨ · · · ∨ αk(Y) - βk(Y) ∨ γ1(Y)|δ1(Y) ∨ · · · ∨ γl(Y)|δl(Y) .

Hence, it suffices to prove that for every algebraic extension M of K and each
a ∈ OnM we have

(∀P ∈ P̃ ) ÕP |= ϕ(a)⇔ OM |= Radk,l(α(a),β(a),γ(a), δ(a)) ,

where α(a) = (α1(a), . . . , αk(a)), etc. Indeed, using Remarks 2.2 a) and b) and 2.7
b), we get

(∀P ∈ P̃ ) ÕP |= ϕ(a)

⇔ (∀P ∈ P̃ )
( k∨
i=1

[(αi(a)Õ : βi(a)Õ) ⊆ P] ∨
l∨

j=1

[(γj(a)Õ : δj(a)Õ) 6⊆ P]
)

⇔ (∀P ∈ P̃ )
[( l∧
j=1

(γj(a)Õ : δj(a)Õ) ⊆ P
)
⇒
( k∨
i=1

(αi(a)Õ : βi(a)Õ) ⊆ P
)]

⇔ (∀P ∈ P̃ )
[( l∑

j=1

(γj(a)Õ : δj(a)Õ)
)
⊆ P⇒

( k∏
i=1

(αi(a)Õ : βi(a)Õ)
)
⊆ P

]
⇔

k∏
i=1

(αi(a)Õ : βi(a)Õ) ⊆ RadÕ
( l∑
j=1

(γj(a)Õ : δj(a)Õ)
)

⇔ Õ |= Radk,l(α(a),β(a),γ(a), δ(a))

⇔ OM |= Radk,l(α(a),β(a),γ(a), δ(a)) .
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�

2.3. Special Existential Formulas.

Definition 2.17. We introduce, for convenience, two auxilary predicates R (binary)
and NU (unary) to be interpreted in any commutative ring with a unit R as follows:
For each a, b ∈ R,

R |= aRb⇔ a ∈ RadR(bR) ∧ b 6= 0, and

R |= NU(a)⇔ a is not an invertible element of R .

Note that, by Remark 2.2 d), the predicate R can be defined in the language L.
The predicate NU is also definable in the language L: NU(x)↔ ∀y[xy 6= 1].

Remark 2.18. We interpret the predicates R and NU for a localization ÕP of Õ at

P ∈ P̃ : it follows from Remark 2.3 that for each a, b ∈ ÕP,

(ÕP |= aRb)⇔ (∃n ∈ N)[an ∈ bÕP] ∧ b 6= 0, and

(ÕP |= NU(a))⇔ a ∈ PÕP ⇔ vP(a) > 0 .

Definition 2.19. A special existential formula ϕ(Y), Y = (Y1, . . . , Yn), is a
formula of the form

∃X[f(X,Y) = 0 ∧ g(X,Y) 6= 0 ∧R(X,Y) ∧NU(X,Y)] ,

with X = (X1, . . . , Xm), f(X,Y) = (f1(X,Y), . . . , fk(X,Y)), R(X,Y) a conjunc-

tion
∧

1≤i≤p

hi1(X,Y) Rhi2(X,Y) and NU(X,Y) a conjunction
∧

1≤j≤q

NU(kj(X,Y)),

where f1, . . . , fk, g, hi1, hi2 (1 ≤ i ≤ p), kj (1 ≤ j ≤ q) are polynomials in O[X,Y].
If O = K, we require that p = q = 0.

For each a ∈ K̃n let Vf ,a be the algebraic set

{x ∈ Am| f1(x,a) = 0, . . . , fk(x,a) = 0} .

Proposition 2.20. Let ϕ(Y) be the special existential formula of Definition 2.19.
Then, there exists a quantifier-free formula ϕ(Y) in the language Lrad(O) such that
for every perfect algebraic extension M of K which is PAC over OM and for each
a ∈ OnM which satisfies that Vf ,a is absolutely irreducible we have: OM |= ϕ(a) ↔
ϕ(a).

Moreover, in the explicit case, if ϕ(Y) is presented, then we can effectively con-
struct ϕ(Y).

Proof. Let M be a perfect algebraic extension of K which is PAC over OM and let
a ∈ OnM which satisfies that Vf ,a is absolutely irreducible.

Claim: OM |= ϕ(a) if and only if (1) and (2) below are satisfied:
(1) (∀P ∈ P̃ ) ÕP |= ∃X[f(X,a) = 0 ∧ g(X,a) 6= 0 ∧R(X,a)] ,

(2) for each j between 1 and q there is Pj ∈ P̃ such that

ÕPj |= ∃X[f(X,a) = 0 ∧ g(X,a) 6= 0 ∧R(X,a) ∧NU(kj(X,a))] .

Indeed, it is clear that if OM |= ϕ(a), then (1) and (2) hold. Conversely, suppose

that (1) and (2) hold. We take maximal ideals P1, . . . ,Pq ∈ P̃ as in (2) and points

xj ∈ (ÕPj )
m such that
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(3) ÕPj |=f(xj ,a) = 0 ∧ g(xj ,a) 6= 0∧∧
1≤i≤p

hi1(xj ,a) Rhi2(xj ,a) ∧NU(kj(xj ,a)) .

If follows from Remark 2.18 that there is n ∈ N and there are zij ∈ ÕPj for
1 ≤ i ≤ p, 1 ≤ j ≤ q, such that

(4) hi1(xj ,a)n = zij · hi2(xj ,a) .

We pick a finite extension L of K containing the coordinates of a and of the xj ’s and
zij ’s. Then there is a finite set S ⊆ PL such that if p ∈ PLrS, then the coordinates
of the xj ’s and zij ’s are p-integral, i.e. in OL,p. Note that by multiplying (4)

by hi1(xj ,a)n
′
, we can enlarge n in (4) at will, changing the zij ’s (zij → zij ·

hi1(xj ,a)n
′
), but without changing the xj ’s, L, or S.

Let S̃ be the set of all prime ideals in P̃ which lie above the prime ideals in S
and let S0 be a set of representatives of S̃ over L; that is, S0 contains, for each

p ∈ S, exactly one prime ideal P ∈ S̃ which lies over p. Then, for each P′ ∈ S̃
there exist P ∈ S0 and σ ∈ Aut(K̃/L) such that P′ = Pσ.

By (1) there are, for each P ∈ S0, points xP ∈ ÕmP and ziP ∈ ÕP, 1 ≤ i ≤ p,

such that, taking n in (4) large enough, we have:
(5) ÕP |=f(xP,a) = 0 ∧ g(xP,a) 6= 0

∧
∧

1≤i≤p

(hi1(xP,a)n = ziP · hi2(xP,a) ∧ hi2(xP,a) 6= 0) .

Hence, for each P ∈ S̃ there exist points xP ∈ ÕmP and ziP ∈ ÕP, 1 ≤ i ≤ p, such

that (5) holds.
We consider now the following system of equalities and inequalities in the vari-

ables (X1, . . . , Xm, Z1, . . . , Zp):
(6) f(X,a) = 0 ∧ g(X,a) 6= 0∧∧

1≤i≤p

(hi1(X,a)n = Zi · hi2(X,a) ∧ hi2(X,a) 6= 0) .

Since the extra Z-variables appear linearly and hi2(X,a) 6= 0 for each i between 1
and p, the equations in (6) define an absolutely irreducible variety in Am+p over
M which is birational equivalent to Vf ,a, and (6) defines a nonempty Zariski-open
subset of this variety. Moreover, by (3), (4) and (5), we have a solution to the

system (6) in Õm+p
P for each P ∈ P̃ , and if P = Pj , 1 ≤ j ≤ q, then this solution

(xj , zj) can further be taken such that kj(xj ,a) is not an invertible element of ÕP.

It then follows from Theorem 1.9 that (6) has a solution (x, z) ∈ Om+p
M such

that kj(x,a) is not an invertible element of OM for j = 1, . . . , q. Also, for i
between 1 and p, hi1(x,a)n = zihi2(x,a). Hence, it follows from Remark 2.3 that
hi1(x,a) ∈ RadOM (hi2(x,a)OM ). Thus, OM |= ϕ(a), and we have established our
claim.

Now, by Lemma 2.16, we can put condition (1) (after rewriting it in the language
L(O)) in quantifier-free form; that is, we can construct a quantifier-free formula
ϕ̃(Y) in the language Lrad(O) such that for all a ∈ OnM we have

(7) (∀P ∈ P̃ ) ÕP |= ∃X[f(X,a) = 0 ∧ g(X,a) 6= 0 ∧R(X,a)]

⇔OM |= ϕ̃(a) .
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Similarly, we can construct a quantifier-free formula ψj(Y), j = 1, . . . , q, in the
language Lrad(O) such that for all a ∈ OnM we have

(∀P ∈ P̃ ) ÕP |= ¬∃X[f(X,a) = 0 ∧ g(X,a) 6= 0 ∧R(X,a) ∧NU(kj(X,a))]

⇔ OM |= ψj(a) ,

and hence

(8)

(∃P ∈ P̃ ) ÕP |= ∃X[f(X,a) = 0 ∧ g(X,a) 6= 0 ∧R(X,a) ∧NU(kj(X,a))]

⇔ OM |= ¬ψj(a) .

Combining (7) and (8) with our established claim we see that for each a ∈ OnM
with absolutely irreducible Vf ,a we have

OM |= ϕ(a)↔ ϕ̃(a) ∧ (¬ψ1(a) ∧ · · · ∧ ¬ψq(a)) .

�

Lemma 2.21. Let ϕ(Y), with Y = (Y1, . . . , Yn), be an existential formula in the
language Lrad(O). Then there are special existential formulas ϕ1(Y), . . . , ϕt(Y)
such that for every algebraic extension M of K which satisfies that OM is a Bezout
domain we have

OM |= ϕ(Y)↔ ϕ1(Y) ∨ · · · ∨ ϕt(Y) .

Moreover, if ϕ(Y) is presented, then we can effectively construct
ϕ1(Y), . . . , ϕt(Y).

Proof. We write ϕ(Y) as ∃X θ(X,Y) with X = (X1, . . . , Xm) and θ a quantifier-
free formula in the language Lrad(O). If O = K, then, by Remark 2.10 c), there
exists a quantifier-free L(K)-formula θ′(X,Y) such that M |= θ ↔ θ′. Therefore
ϕ′(Y) := ∃Xθ′(X,Y) is a special existential formula such that M |= ϕ ↔ ϕ′. So
assume that O 6= K. We put θ in disjunctive normal form. We first note that, by
Notation 2.1 e),

(9) z = (x : y)⇔ ∃a, b, c, d [a = bx+ cy ∧ x = za ∧ y = da] .

It is clear that we can get rid of atoms Radk,l(· · · ) occurring (positively) in θ in
favor of conditions (· · R · ·), extra equations, inequations, and extra existentially
quantified variables. Here the idea is to use (9), Remark 2.6 a), and the following
equivalence which holds in all Bezout domains with Jacobson radical zero:

x ∈ Rad(y1, . . . , yl)⇔ ∃a, b1, . . . , bl, c1, . . . , cl

[a = b1y1 + · · ·+ blyl∧
∧

1≤i≤l

aci = yi ∧ ((a = 0 ∧ x = 0) ∨ xRa)] .

Similarly, negations ¬Radk,l(· · · ) can be eliminated in favor of conditions NU(··):
here the idea is to use (9), Remark 2.6 a), and the following equivalence (which
follows from Remark 2.2 d)):

x /∈ Rad(y1, . . . , yl)⇔ ∃z[1 ∈ (x, z) ∧ 1 /∈ (y1, . . . , yl, z)]
⇔ ∃z∃a, b, c, d1, . . . , dl, e, f1, . . . , fl, g

[1 = ax+ bz ∧NU(c)∧ c = d1y1 + · · ·+ dlyl + ez ∧
∧

1≤i≤l

cfi = yi ∧ cg = z]

(it is written in the last line that the greatest common divisor, c, of y1, . . . , yl and
z is not invertible).
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After these operations we reduce, without loss, to the case that θ is a disjunction
of conjunctions of formulas

f(X,Y) = 0, g(X,Y) 6= 0, h1(X,Y) Rh2(X,Y), and NU(k(X,Y)),
with f , g, h1, h2, k in O[X,Y].

Now we distribute ∃X over the disjuncts and end up with a disjunction as desired.
�

2.4. Quantifier Elimination from Existential Formulas on Zariski-Open
Sets. This subsection is the link to the stratification procedure of Section 3. The
connection is done through Proposition 2.26 in which we eliminate quantifiers from
existential formulas in the language Lrad(O) on Zariski-open sets of K-varieties,
modulo every ring of integers OM of a perfect algebraic extension M of K which is
PAC over OM . Lemma 2.21 allows us to reduce to elimination of quantifiers from
special existential formulas. In order to be able to use Proposition 2.20, we show
in Lemma 2.24 how to decompose an algebraic set, defined over a given integral
domain R containing K, into absolutely irreducible varieties, uniformly for each
homomorphism of R into K̃. To this end we first need an improved version of
Bertini-Noether theorem.

Lemma 2.22. Let R be an integral domain with quotient field F and let f1, . . . , fk ∈
R[X1, . . . , Xm]. Suppose that the algebraic set A = V (f1, . . . , fk) decomposes into
a union of absolutely irreducible varieties defined over F by polynomials with coef-
ficients in R. Let A = V1 ∪ · · · ∪ Vs be the decomposition of A into its absolutely
irreducible components and suppose that Vi = V (fi1, . . . , fi,ρ(i)), i = 1, . . . , s, where
fij ∈ R[X1, . . . , Xm].

Then there exists a nonzero element c ∈ R such that if a 7→ ā is a homomorphism
of R into a field F̄ with c̄ 6= 0, then V̄i = V (f̄i1, . . . , f̄i,ρ(i)) is absolutely irreducible,

dim(V̄i) = dim(Vi), i = 1, . . . , s, and Ā = V (f̄1, . . . , f̄r) = V̄1 ∪ · · · ∪ V̄s is the
decomposition of Ā into its absolutely irreducible components.

Moreover, in the explicit case, i.e. when R is presented in F and F has elimi-
nation theory, we can effectively construct c.

Proof. Let Π̃(R) be the theory of algebraically closed fields containing a homomor-
phic image of R in the language L(R). It follows from Bertini-Noether theorem
[FrJ08, p. 179, Prop. 10.4.2] that for each i between 1 and s there is 0 6= ci ∈ R,
which can be effectively constructed in the explicit case [FrJ08, p. 179, the re-
mark after Prop. 10.4.2], such that if a 7→ ā is a homomorphism of R into a
field F̄ with c̄i 6= 0, then V̄i is absolutely irreducible and dim(V̄i) = dim(Vi).
Also, since A = V1 ∪ · · · ∪ Vs (resp., Vi 6⊆ Vj for each i 6= j) if and only if
A(E) = V1(E) ∪ · · · ∪ Vs(E) (resp., Vi(E) 6⊆ Vj(E) for each i 6= j) for every
algebraically closed field E containing a homomorphic image of R, it follows that
the statement “A = V1 ∪ · · · ∪ Vs and Vi 6⊆ Vj for each i 6= j” is equivalent mod-

ulo Π̃(R) to a sentence of L(R). Hence, by [FrJ08, p. 165, Thm. 9.2.1], there is
0 6= c0 ∈ R, which can be effectively computed in the explicit case [FrJ08, p. 168,
Thm. 9.3.1], such that if a 7→ ā is a homomorphism of R into a field F̄ with c̄0 6= 0,
then Ā = V̄1 ∪ · · · ∪ V̄s and V̄i 6⊆ V̄j for each i 6= j. Hence c = c0c1 · · · cs is the
desired element. �

Definition 2.23. Let R be an integrally closed integral domain with quotient field
E, let R̃ be the integral closure of R in Ẽ, and let Eins be the maximal purely
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inseparable extension of E inside Ẽ. Let A be an E-closed Zariski subset of Am
defined by polynomials with coefficients in R̃ ∩ Eins.

a) A system (P, q,A∗L (E ⊆ L ⊆ P ), x) for the pair (A,R) consists of:
i. a finite Galois extension P of E,

ii. a power q of char(E) (q = 1 if char(E) = 0) such that A is defined by

polynomials with coefficients in R
1
q ,

iii. for each subextension L of P/E, an L-closed subset, A∗L, of A which is

defined by polynomials with coefficients in R̃∩L
1
q and decompose into

absolutely irreducible varieties defined over L
1
q by polynomials with

coefficients in R̃ ∩ L
1
q :

A∗L = VL,1 ∪ · · · ∪ VL,sL , and

iv. 0 6= x ∈ R.
b) We say that the system (P, q,A∗L (E ⊆ L ⊆ P ), x) is a solution for the pair

(A,R) if for each z ∈ Ẽ which satisfies that Q = E(z) is a Galois extension
of E containing P and for each 0 6= xz ∈ R satisfying that R[x−1

z , z]/R[x−1
z ]

is a ring cover we have for R′ = R[(xzx)−1] and S = R′[z]:
if M is a perfect field and ϕ0 is a homomorphism of R′ into M , then for
each homomorphism ϕ of S into a Galois extension N = M(ϕ(z)) of M

which extends ϕ0 we have (here we define ϕ(u
1
q ) = ϕ(u)

1
q for each u ∈ S)

(1) for each subextension L of P/E,

ϕ(A∗L) = ϕ(VL,1) ∪ · · · ∪ ϕ(VL,sL)

is a decomposition of ϕ(A∗L) into a union of absolutely irreducible
varieties, and

(2) ϕ0(A)(M) = ϕ(A∗Q0∩P )(M) ,

where Q0 is the fixed field of DM (ϕ),E in Q.

Lemma 2.24. (Uniform Decomposition-Intersection Procedure). Let R be an inte-

grally closed integral domain with quotient field E and let R̃ be the integral closure
of R in Ẽ. Let A be an E-closed Zariski subset of Am defined by polynomials with
coefficients in R̃∩Eins. Then there exists a system (P, q,A∗L (E ⊆ L ⊆ P ), x) which
is a solution to the pair (A,R) such that for any two subextensions L1 and L2 of
P/E which are conjugate by an element of Gal(P/E) there exists σ ∈ Gal(P/E)
which satisfies L2 = σL1 and A∗L2

= σ(A∗L1
).

Moreover, in the explicit case (when R is presented in E and E has elimination
theory), if A is presented, then we can effectively find P , q, and x and for each
subextension L of P/E we can effectively construct A∗L and decompose it into its

absolutely irreducible components over L
1
q .

Proof. We shall prove by induction on the dimension of the algebraic set A that
there exists a system (P, q,A∗L (E ⊆ L ⊆ P ), x) which is a solution to the pair
(A,R). Then we shall show that we can find such a system such that for any two
subextensions L1 and L2 of P/E which are conjugate by an element of Gal(P/E)
there exists σ ∈ Gal(P/E) which satisfies L2 = σL1 and A∗L2

= σ(A∗L1
).

Part A: Begining of the induction. We decompose A into its absolutely irre-

ducible components, A =
⋃
i∈I

Vi, and then construct a finite Galois extension P0 of

E and a power q0 of char(E) (q0 = 1 if char(E) = 0) such that A is defined over

albanian-j-math.com/archives/2019-01.pdf

http://albanian-j-math.com/archives/2019-01.pdf


Primitive Recursive Decidability for Large Rings 26

E
1
q0 and each Vi is defined over P

1
q0

0 . We multiply the polynomials which define the
Vi’s by a suitable nonzero element of R in order to assume that their coefficients

belong to R̃ ∩ P
1
q0

0 .
Let E1, . . . , En be the list of all subextensions of P0/E. For each k between 1

and n, we identify Gal(P0/Ek) with Gal(P
1
q0

0 /E
1
q0

k ). Then Gal(P0/Ek) permutes
the Vi’s. Consider a decomposition

{Vi| i ∈ I} =
⋃
·

j∈Jk

{Vi| i ∈ Ikj}

into Gal(P0/Ek)-orbits. For each j ∈ Jk, Ukj =
⋂
i∈Ikj

Vi is invariant under Gal(P0/Ek)

and is therefore an Ek-closed subset of A. If Ikj consists of only one element

i, then Ukj = Vi is an absolutely irreducible variety which is defined over E
1
q0

k .
Otherwise, dim(Vi) = dim(Vi′) and Vi 6= Vi′ for distinct i, i′ ∈ Ikj . Hence,
dim(Ukj) < dim(Vi) ≤ dim(A) [FrJ08, p. 174, Lemma 10.1.2], where i ∈ Ikj .
Let

Ak =
⋃
j∈Jk
|Ikj |=1

Ukj and Bk =
⋃
j∈Jk
|Ikj |>1

Ukj .

Then Ak is a union of absolutely irreducible varieties which are defined over E
1
q0

k

and dim(Bk) < dim(A).

We find, by Lemma 2.22, 0 6= c0 ∈ R̃∩P
1
q0

0 such that if a 7→ ā is a homomorphism

of R̃ ∩ P
1
q0

0 into a field M with c̄0 6= 0, then Vi is absolutely irreducible, dim(Vi) =

dim(Vi), for each i ∈ I, and
⋃
i∈I

Vi is the decomposition of Ā into its absolutely

irreducible components. Also, we can choose c0 such that for each k between 1

and n, Ukj =
⋂
i∈Ikj

Vi, for each j ∈ Jk, Ak =
⋃
j∈Jk
|Ikj |=1

Ukj and Bk =
⋃
j∈Jk
|Ikj |>1

Ukj . Let

x0 = NP0/E(cq00 ). Then x0 ∈ R.

Now, let z ∈ Ẽ be such that Q = E(z) is a Galois extension of E which contains
P0. Then, if L is a subextension of Q/E such that L ∩ P0 = Ek, then Gal(Q/L)
permutes the Vi’s in the same way as Gal(P0/Ek). That is, the decomposition⋃
·

j∈Jk

{Vi | i ∈ Ikj} is also a decomposition of {Vi| i ∈ I} into Gal(Q/L)-orbits. Let

xz be a nonzero element in R which satisfies that R[x−1
z , z]/R[x−1

z ] is a ring cover
and denote R′ = R[(xzx0)−1] and S = R′[z].

Claim: Let M be a perfect field, let ϕ0 be a homomorphism of R′ into M , and
let ϕ be a homomorphism of S into a Galois extension N = M(ϕ(z)) of M which
extends ϕ0. Then, for each subextension Ek of P0/E,

ϕ(Ak) =
⋃
j∈Jk
|Ikj |=1

ϕ(Ukj)

is the decomposition of ϕ(Ak) into its absolutely irreducible components, and if
the fixed field Q0 of DM (ϕ),E in Q satisfies that Q0 ∩ P0 = Ek, then ϕ0(A)(M) =
ϕ(Ak)(M) ∪ ϕ(Bk)(M).
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Indeed, since ϕ0(x−1
0 ) is defined, it follows that ϕ(c0) 6= 0 and therefore ϕ(Vi)

is absolutely irreducible and dim(ϕ(Vi)) = dim(Vi), for each i ∈ I, and
⋃
i∈I

ϕ(Vi) is

the decomposition of ϕ0(A) into its absolutely irreducible components. Let Q be
the quotient field of ϕ(S). Consider the isomorphism

ϕ′ : Gal(Q/Q0) = DM (ϕ),E → Gal(Q/Q ∩M)

given by σ 7→ σ, where σ is defined by the formula σ(ϕ(u)) = ϕ(σu) for each u ∈ S
(Remark 1.21 a)). Also, we identify Gal(Q/Q∩M) with Gal(Q

1
q0 /Q

1
q0 ∩M). Then

Gal(Q/Q∩M) permutes the ϕ(Vi)’s and, since
⋃
·

j∈Jk

{Vi| i ∈ Ikj} is a decomposition

of {Vi| i ∈ I} into Gal(Q/Q0)-orbits (because Ek = Q0 ∩ P0), it follows that⋃
·

j∈Jk

{ϕ(Vi)| i ∈ Ikj} is a decomposition of {ϕ(Vi)| i ∈ I} into Gal(Q/Q∩M)-orbits,

because σVi = Vj if and only if σ(ϕ(Vi)) = ϕ(Vj). Also, ϕ(Ukj) =
⋂
i∈Ikj

ϕ(Vi), for

each j ∈ Jk, ϕ(Ak) =
⋃
j∈Jk
|Ikj |=1

ϕ(Ukj), and ϕ(Bk) =
⋃
j∈Jk
|Ikj |>1

ϕ(Ukj). It suffices to

show that ϕ0(A)(M) ⊆ ϕ(Ak)(M) ∪ ϕ(Bk)(M). Let y ∈ ϕ(A)(M). Then, there
exist j ∈ Jk and i ∈ Ikj such that y ∈ ϕ(Vi)(M). If |Ikj | = 1, then y ∈ ϕ(Ak)(M).

Otherwise, we consider i′ ∈ Ikj . By the above, there exists σ ∈ Gal(Q/Q ∩M)

such that ϕ(Vi′) = σ(ϕ(Vi)). Since Q/Q∩M is a Galois extension, σ extends to an
element of Gal(QM/M). Hence, y ∈ ϕ(Vi′)(M) (because M is perfect). It follows
that y ∈ ϕ(Ukj)(M) and therefore y ∈ ϕ(Bk)(M), as was to be shown.

If Bk is an empty set for each k between 1 and n, then it follows from the claim
that the system (P0, q0, Ak (1 ≤ k ≤ n), x0) is a solution for the pair (A,R).

Part B: The induction’s assumption. If Bk is nonempty, we use induction on
the dimension to obtain

i k. a finite Galois extension Pk of Ek,
ii k. a power qk of char(E) such that Bk is defined by polynomials with coeffi-

cients in R̃ ∩ E
1
qk

k ,

iii k. for each subextension F of Pk/Ek, an F -closed subset, A
(k)
F , of Bk which

is defined by polynomials with coefficients in R̃ ∩ F
1
qk and decompose into

a union of absolutely irreducible varieties defined over F
1
qk by polynomials

with coefficients in R̃ ∩ F
1
qk :

A
(k)
F =

⋃
i∈I(k)F

W
(k)
F,i , and

iv k. a nonzero element xk in Rk = R̃ ∩ Ek,

such that the system (Pk, qk, A
(k)
F (Ek ⊆ F ⊆ Pk), xk) is a solution for the pair

(Bk, Rk):

For each z ∈ Ẽ which satisfies that Ek(z) is a Galois extension of Ek containing Pk
and for each 0 6= xz ∈ Rk which satisfies that Rk[x−1

z , z]/Rk[x−1
z ] is a ring cover,

we have, for R′k = Rk[(xzxk)−1] and S = R′k[z], that
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if M is a perfect field and ϕk is a homomorphism of R′k into M , then for each
homomorphism ϕ of S into a Galois extension N = M(ϕ(z)) of M which extends
ϕk we have

(1k) for each subextension F of Pk/Ek,

ϕ(A
(k)
F ) =

⋃
i∈I(k)F

ϕ(W
(k)
F,i )

is a decomposition of ϕ(A
(k)
F ) into a union of absolutely irreducible varieties,

and
(2k) ϕk(Bk)(M) = ϕ(A

(k)
Qk∩Pk)(M) ,

where Qk is the fixed field of DM (ϕ),Ek in Ek(z).

Part C: Conclusion of the induction. If Bk is an empty set, we denote Pk = P0,

qk = q0, xk = 1, and for each subextension F of Pk/Ek let A
(k)
F be the empty set.

Let P be a finite Galois extension of E which contains P1 · · ·Pn, let q = max
0≤k≤n

qk,

and let x = NP/E(x0x1 · · ·xn). Then A is defined by polynomials with coefficients

in R
1
q and 0 6= x ∈ R. For a subextension L of P/E we denote

A∗L = Ak ∪A(k)
F ,

where k is a positive integer between 1 and n such that Ek = L∩P0 and F = L∩Pk.
Then A∗L is an L-closed subset of A which is defined by polynomials with coefficients

in R̃ ∩ L
1
q and decompose into a union of absolutely irreducible varieties defined

over L
1
q by polynomials with coefficients in R̃ ∩ L

1
q :

A∗L =
⋃
j∈Jk
|Ikj |=1

Ukj ∪
⋃

i∈I(k)F

W
(k)
F,i = VL,1 ∪ · · · ∪ VL,sL .

Now, let z ∈ Ẽ satisfies that E(z) is a Galois extension of E containing P and
let 0 6= xz ∈ R be such that R[x−1

z , z]/R[x−1
z ] is a ring cover. We denote R′ =

R[(xzx)−1] and S = R′[z]. Let M be a perfect field, let ϕ0 be a homomorphism of
R′ into M , and let ϕ be a homomorphism of S into a Galois extension N = M(ϕ(z))
of M which extends ϕ0.

We denote x
(0)
z = xz · xx0

. Then 0 6= x
(0)
z ∈ R (because x

x0
is an element of E

which is integral over R) satisfies that R[(x
(0)
z )−1, z]/R[(x

(0)
z )−1] is a ring cover and

R′ = R[(x
(0)
z x0)−1]. Let L be a subextension of P/E and let k be a positive integer

between 1 and n such that Ek = L ∩ P0. It follows from the claim in Part A that

ϕ(Ak) =
⋃
j∈Jk
|Ikj |=1

ϕ(Ukj) is the decomposition of ϕ(Ak) into its absolutely irreducible

components, and if the fixed field Q0 of DM (ϕ),E in E(z) satisfies Ek = Q0 ∩ P0,
then ϕ0(A)(M) = ϕ(Ak)(M) ∪ ϕ(Bk)(M).

Let Rk = R̃ ∩ Ek and R′k = Rk[(xzx)−1]. We denote x
(k)
z = xz · x

xk
. Then

0 6= x
(k)
z ∈ Rk (because x

xk
is an element of Ek which is integral over R) satisfies

that Rk[(x
(k)
z )−1, z]/Rk[(x

(k)
z )−1] is a ring cover. Also, R′k = Rk[(x

(k)
z xk)−1] and

S = R′k[z] (because S is integral over R′ and in particular contains Rk). We denote

F = L ∩ Pk. It follows by (1k) that ϕ(A
(k)
F ) =

⋃
i∈I(k)F

ϕ(W
(k)
F,i ) is a decomposition of
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ϕ(A
(k)
F ) into a union of absolutely irreducible varieties and hence

ϕ(A∗L) = ϕ(Ak) ∪ ϕ(A
(k)
F ) =

⋃
j∈Jk
|Ikj |=1

ϕ(Ukj) ∪
⋃

i∈I(k)F

ϕ(W
(k)
F,i )

= ϕ(VL,1) ∪ · · · ∪ ϕ(VL,sL)

is a decomposition of ϕ(A∗L) into a union of absolutely irreducible varieties.
Now, suppose that the fixed field Q0 of DM (ϕ),E in E(z) satisfies Ek = Q0 ∩P0

and F = Q0 ∩ Pk. Consider the isomorphism ϕ∗ : Gal(N/M) → DM (ϕ),E which
satisfies ϕ(ϕ∗(σ)(u)) = σ(ϕ(u)) for each σ ∈ Gal(N/M) and each u ∈ S (Remark
1.21 a)). Then, for u ∈ R′k ⊆ Q0, we have ϕ∗(σ)(u) = u (because ϕ∗(σ) ∈
DM (ϕ),E) and hence ϕ(u) = σ(ϕ(u)), for each σ ∈ Gal(N/M). Thus ϕ(R′k) ⊆ M .
Let Qk be the fixed field of DM (ϕ),Ek in E(z) = Ek(z). Since DM (ϕ),Ek is a
subgroup of DM (ϕ),E and ϕ∗ is an isomorphism of Gal(N/M) on DM (ϕ),E and also
on DM (ϕ),Ek , it follows that DM (ϕ),Ek = DM (ϕ),E . Hence Qk = Q0. Therefore
Qk ∩ Pk = Q0 ∩ Pk = F . It follows by (2k) that

ϕ(Bk)(M) = ϕ(A
(k)
Qk∩Pk)(M) = ϕ(A

(k)
F )(M) .

In addition, Q0 ∩ P satisfies (Q0 ∩ P ) ∩ P0 = Ek and (Q0 ∩ P ) ∩ Pk = F . Hence

ϕ0(A)(M)= ϕ(Ak)(M) ∪ ϕ(Bk)(M)

= ϕ(Ak)(M) ∪ ϕ(A
(k)
F )(M) = ϕ(A∗Q0∩P )(M) ,

as required.
Part D: Construction of the system such that σA∗L = A∗σL for each subextension

L of P/E and each σ ∈ Gal(P/E). We identify Gal(P/E) with Gal(P
1
q /E

1
q ).

Let L be a subextension of P/E and let σ ∈ Gal(P/E). Then A
(σ)
σL := σA∗L is a

σL-closed subset of A which is defined by polynomials with coefficients in R̃∩σL
1
q

and decompose into a union of absolutely irreducible varieties defined over σL
1
q by

polynomials with coefficients in R̃ ∩ σL
1
q :

A
(σ)
σL =

sL⋃
i=1

V
(σ)
σL,i ,

where V
(σ)
σL,i := σVL,i, 1 ≤ i ≤ sL.

Let z′ be an element in Ẽ which satisfies that Q = E(z′) is a Galois extension
of E containing P and let xz′ be a nonzero element in R which satisfies that
R[x−1

z′ , z
′]/R[x−1

z′ ] is a ring cover. We denote R′ = R[(xz′x)−1] and S′ = R′[z′].
Let M be a perfect field, let ϕ0 be a homomorphism of R′ into M , and let ϕ′ be a
homomorphism of S′ into a Galois extension N = M(ϕ′(z′)) of M which extends
ϕ0.

We extend σ to an element of Gal(Q/E). We denote z = σ−1z′, xz = xz′ ,
S = σ−1S′ = R′[z], and let ϕ be a homomorphism of S into N = M(ϕ(z)) which is
defined by ϕ(u) = ϕ′(σu) for each u ∈ S. Then ϕ extends ϕ0 and R[x−1

z , z]/R[x−1
z ]

is a ring cover.
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In these notations, it follows from (1) that

ϕ′(A
(σ)
σL )= ϕ′(σA∗L) = ϕ(A∗L)

=

sL⋃
i=1

ϕ(VL,i) =

sL⋃
i=1

ϕ′(σVL,i) =

sL⋃
i=1

ϕ′(V
(σ)
σL,i)

is the decomposition of ϕ′(A
(σ)
σL ) into a union of absolutely irreducible varieties.

Also, by (2),

ϕ0(A)(M)= ϕ(A∗Q0∩P )(M)

= ϕ′(σA∗Q0∩P )(M) = ϕ′(A
(σ)
σ(Q0∩P ))(M) = ϕ′(A

(σ)
Q′0∩P

)(M) ,

where Q0 is the fixed field of DM (ϕ),E in Q and Q′0 = σQ0 is the fixed field of
DM (ϕ′),E = σDM (ϕ),Eσ

−1 in Q.
Now, for each conjugacy class C of Gal(P/E), we choose a subextension L of

P/E such that Gal(P/L) ∈ C. Let G = Gal(P/L) and H = {σ ∈ G |σL = L}.
Then H < G. Suppose that [G : H] = r and let σ1 = 1, σ2, . . . , σr be a system
of left coset representatives of G modulo H. We replace, for each i between 2

and r, A∗σiL by A
(σi)
σiL

= σiA
∗
L. In this way we get that the new obtained system

(P, q,A∗L (E ⊆ L ⊆ P ), x) is a solution for the pair (A,R) such that for any two
subextensions L1 and L2 of P/E which are conjugate by an element of Gal(P/E)
there exists σ ∈ Gal(P/E) which satisfies L2 = σL1 and A∗L2

= σA∗L1
.

Finally, if E has elimination theory, then Chapter 19 of [FrJ08] shows how to
make all the above constructions effective. �

Definition 2.25. Let q be a power of char(K) (q = 1 if char(K) = 0) and let

ψ(Y1, . . . , Yn) be a quantifier-free formula in the language Lrad(O
1
q ). We define the

formula ψq(Y) in the language Lrad(O) by an induction on the structure of ψ(Y):

a) if ψ(Y) is the formula Radk,l(a(Y),b(Y), c(Y),d(Y)), where a,b ∈ O
1
q [Y]k

and c,d ∈ O
1
q [Y]l, then ψq(Y) is the formula

Radk,l(a
q(Y),bq(Y), cq(Y),dq(Y)) ;

b) if ψ(Y) is the disjunction ψ1(Y) ∨ ψ2(Y) and ψq1(Y), ψq2(Y) were already
defined, then ψq(Y) is the disjunction ψq1(Y) ∨ ψq2(Y);

c) if ψ(Y) is the negation ¬ϕ(Y) and ϕq(Y) was already defined, then ψq(Y)
is the negation ¬ϕq(Y).

For every perfect algebraic extension M of K and each a ∈ OnM we have

OM |= ψ(a
1
q )⇔ OM |= ψq(a) .

Proposition 2.26. Let ψ(Y), Y = (Y1, . . . , Yn), be an existential formula in the
language Lrad(O) and let V ⊆ An be a K-variety with a generic point y.

Then, there exist a finite Galois extension P of K(y) and a polynomial hψ ∈
O[Y] which does not vanish on V such that the pair (ψ, V ) is solvable by the pair
(P, hψ):
Let Q be a finite Galois extension of K(y) which contains P and let D0/B0 be a
Galois ring/set cover such that B0 = V rV (h0), where h0 ∈ O[Y] is a polyno-
mial which does not vanish on V and K(D0) = Q. Let C be a conjugacy class
of Gal(Q/K(y)) and let L be the fixed field in Q of one of the groups in C. Let
zL be a primitive element for the extension L/K(y) which is integral over O[y],
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let pC ∈ O[Y, Z] be a polynomial which satisfies that pC(y, Z) is a multiple of
irr(zL,K(y)) by an invertible element of K[B0] = K[y, h0(y)−1], and suppose
that the discriminant of zL over K(y) is invertible in K[B0]. Then there exists
a quantifier-free formula ψC(Y, Z) in the language Lrad(O), such that if h ∈ O[Y]
is a common multiple of h0 and hψ then, for B = V rV (h) and D = D0[h(y)−1],

the pair (pC , ψC) is a solution for the triple (ψ,D/B, C):
For every perfect algebraic extension M of K which is PAC over OM and for each
b ∈ B(OM ) which satisfies Ar(D/B,M,b) = C we have

OM |= ψ(b)⇔ OM |= ∃Z[pC(b, Z) = 0 ∧ ψC(b, Z)]

⇔ OM |= ∀Z[pC(b, Z) = 0→ ψC(b, Z)] .

Moreover, in the explicit case, if ψ and V are presented, then we can effectively
construct P and hψ and if also C is presented (by pC), then we can effectively

construct hC and ψC.

Proof. Case I: ψ(Y) is a special existential formula.

ψ(Y) : ∃X[f(X,Y) = 0 ∧ T (X,Y)]

where X = (X1, . . . , Xm), f(X,Y) = (f1(X,Y), . . . , fk(X,Y)) with
f1, . . . , fk ∈ O[X,Y], and T (X,Y) is

g(X,Y) 6= 0 ∧
∧
i∈I

(hi1(X,Y) R hi2(X,Y)) ∧
∧
j∈J

NU(kj(X,Y))

with hi1, hi2, g (i ∈ I), kj (j ∈ J) polynomials in O[X,Y]. Let

A = {x ∈ Am| f(x,y) = 0} .

Then A is a K(y)-closed Zariski subset of Am which is defined by polynomials with
coefficients in O[y].

Step A: Finding P and hψ. We denote R0 = K[y] and E = K(y). We find,

by Remark 1.16, 0 6= x0 ∈ R0 such that R = R0[x−1
0 ] is integrally closed and we

denote the integral closure of R in Ẽ by R̃. Then Lemma 2.24 gives, effectively in
the explicit case,

i. a finite Galois extension P of E,
ii. a power q of char(E),

iii. for each subextension L of P/E, an L-closed subset, A∗L, of A which is

defined by polynomials with coefficients in R̃ ∩ L
1
q and decompose into a

union of absolutely irreducible varieties defined over L
1
q by polynomials

with coefficients in R̃ ∩ L
1
q such that

(3) for any two subextensions L1 and L2 of P/E which are conjugate by
an element of Gal(P/E) there exists σ ∈ Gal(P/E) which satisfies
L2 = σL1 and A∗L2

= σA∗L1
, and

iv. 0 6= x ∈ R,

such that the system (P, q,A∗L (E ⊆ L ⊆ P ), x) is a solution for the pair (A,R).
We find a non-negative integer r such that xr0x ∈ R0 = K[y] and then we

find 0 6= a0 ∈ O such that x′ = a0x
r+1
0 x ∈ O[y]. Then x′ 6= 0 and it satisfies

that R0[(x′)−1] = R0[x−1
0 ][x−1] = R[x−1]. We find a polynomial 0 6= hψ ∈ O[Y]

such that hψ(y) = x′. In particular, hψ does not vanish on V and R[x−1] =
K[y, hψ(y)−1].
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Now, let Q be a finite Galois extension of K(y) which contains P and let D0/B0

be a Galois ring/set cover such that B0 = V rV (h0), where h0 ∈ O[Y] is a poly-
nomial which does not vanish on V and K(D0) = Q. Let C be a conjugacy domain
of Gal(Q/K(y)) and let L be the fixed field in Q of one of the groups in C. Let
zL be a primitive element for the extension L/K(y) which is integral over O[y],
let pC ∈ O[Y, Z] be a polynomial which satisfies that pC(y, Z) is a multiple of
irr(zL,K(y)) by an invertible element of K[B0], and suppose that the discriminant
of zL over K(y) is invertible in K[B0].

Step B: Finding ψC . The algebraic set A∗L∩P decompose into a union of abso-

lutely irreducible varieties which are defined over (L ∩ P )
1
q (and hence over L

1
q ):

A∗L∩P = V1 ∪ · · · ∪ Vs .
Suppose that

Vi = {x ∈ Am| fi(x,y
1
q , z

1
q

L ) = 0} , i = 1, . . . , s ,

where fi(X,Y
′, Z ′) = (fi1(X,Y′, Z ′), . . . , fi,ρ(i)(X,Y

′, Z ′)) with

fij ∈ O
1
q [X,Y′, Z ′], j = 1, . . . , ρ(i), i = 1, . . . , s .

For each i between 1 and s, let ψ′i(Y
′, Z ′) be the following special existential

formula in the language Lrad(O
1
q ):

∃X[fi(X,Y
′, Z ′) = 0 ∧ T (X,Y′q)] .

It follows from Proposition 2.20, with Y replaced by (Y′, Z ′), that there exists,

for each i between 1 and s, a quantifier-free formula ψ′i(Y
′, Z ′) in the language

Lrad(O
1
q ), which can be effectively constructed in the explicit case, such that for

every perfect algebraic extension M of K which is PAC over OM and for each
(b, c) ∈ On+1

M which satisfies that

Vi,(b,c) = {x ∈ Am| fi(x,b
1
q , c

1
q ) = 0}

is an absolutely irreducible variety, we have

OM |= ∃X[fi(X,b
1
q , c

1
q ) = 0 ∧ T (X,b)]↔ ψ′i(b

1
q , c

1
q ) .

For each i between 1 and s, let ψi(Y, Z) be the quantifier-free formula ψ′i
q
(Y, Z)

in the language Lrad(O). We denote

ψC(Y, Z) := ψ1(Y, Z) ∨ · · · ∨ ψs(Y, Z) .

Note that ψC depends indeed only on C, by pC , and not on L, because if L′ is
another fixed field of one of the groups in C, then there exists τ ∈ Gal(Q/E) such
that L′ = τL. In particular, L∩P and L′∩P are conjugate by resP (τ) ∈ Gal(P/E).
Hence, it follows from (3) that there exists σ ∈ Gal(P/E) such that L′∩P = σ(L∩P )
and A∗L′∩P = σA∗L∩P . Extend σ to an element of Gal(Q/E). Then

A∗L′∩P = σV1 ∪ · · · ∪ σVs =

s⋃
i=1

{x ∈ Am| fi(x,y
1
q , σz

1
q

L ) = 0} .

Hence, the formula ψ′i(Y
′, Z ′) : ∃X[fi(X,Y

′, Z ′) = 0 ∧ T (X,Y′q)] depends only

on the choice of the polynomial pC(y, Z), i = 1, . . . , s, and therefore ψC does not
depend on L.

Let h ∈ O[Y] be a common multiple of h0 and hψ and let B = V rV (h) and
D = D0[h(y)−1].
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Step C: The pair (pC , ψC) is a solution for the triple (ψ,D/B, C). Let M
be a perfect algebraic extension of K which is PAC over OM and let b be an
element in B(OM ) which satisfies Ar(D/B,M,b) = C. We denote R′ = K[B] =
K[y, h(y)−1] and let ϕ0 be the K-homomorphism of R′ into M which is defined
by the specialization y 7→ b. Then ϕ0(A) = {x ∈ Am| f(x,b) = 0}. Let ϕ
be a K-homomorphism of D into a Galois extension N = M(ϕ(D)) of M which
extends ϕ0 such that L is the fixed field, Eϕ, of DM (ϕ),E in Q. Consider the
isomorphism ϕ∗ : Gal(N/M) → DM (ϕ),E which satisfies ϕ(ϕ∗(σ)(u)) = σ(ϕ(u)),
for each σ ∈ Gal(N/M) and each u ∈ D (Remark 1.21 a)). Then, for each u ∈ D∩L,
we have ϕ∗(σ)(u) = u (because ϕ∗(σ) ∈ DM (ϕ),E) and hence ϕ(u) = σ(ϕ(u)) for
each σ ∈ Gal(N/M). Thus, ϕ(D ∩ L) ⊆ M . In particular, c = ϕ(zL) ∈ M . Also,
c is integral over O[b] (because zL is integral over O[y]) and hence c ∈ OM . It
follows from Lemma 2.24, for S = D, that

ϕ(A∗L∩P ) = ϕ(V1) ∪ · · · ∪ ϕ(Vs)

is a decomposition of ϕ(A∗L∩P ) into a union of absolutely irreducible varieties, and

ϕ0(A)(M) = ϕ(A∗L∩P )(M) = ϕ(V1)(M) ∪ · · · ∪ ϕ(Vs)(M) .

Thus, Vi,(b,c) = ϕ(Vi) is an absolutely irreducible variety, for each i between 1 and
s, and

{x ∈ OmM | f(x,b) = 0} =

s⋃
i=1

{x ∈ OmM | fi(x,b
1
q , c

1
q ) = 0} .

Hence

OM |= ψ(b)⇔ OM |= ∃X[f(X,b) = 0 ∧ T (X,b)]

⇔ OM |= ∃X[

s∨
i=1

fi(X,b
1
q , c

1
q ) = 0 ∧ T (X,b)]

⇔ OM |=
s∨
i=1

∃X[fi(X,b
1
q , c

1
q ) = 0 ∧ T (X,b)]

⇔ OM |=
s∨
i=1

ψ′i(b
1
q , c

1
q )⇔ OM |=

s∨
i=1

ψi(b, c)

⇔ OM |= ψC(b, c) .

That is,

OM |= ψ(b)⇔ OM |= ∃Z[pC(b, Z) = 0 ∧ ψC(b, Z)] .

It is left to show that OM |= ψ(b) ⇔ OM |= ∀Z[pC(b, Z) = 0 → ψC(b, Z)] .

To this end, let d = degZ pC and let c1, . . . , cd ∈ Õ be the roots of the polynomial
pC(b, Z). Since the discriminant of zL over K(y) is invertible in K[B], it follows
that ∏

i 6=j

(ci − cj) = Disc(ϕ0(irr(zL,K(y)))) = ϕ0(Disc(irr(zL,K(y)))) 6= 0

and hence ci 6= cj for i 6= j. Now, let i be a positive integer between 1 and
d such that ci ∈ OM and extend the specialization (y, zL) 7→ (b, ci) to a K-
homomorphism, ϕi, of D. Then, for each σ ∈ DM (ϕi),E we have ϕi(σzL) = ϕi(zL)
(because ϕi(zL) = ci ∈M) and hence σzL = zL (because zL and σzL are different
roots of the polynomial pC(y, Z) if and only if ϕi(zL) and ϕi(σzL) are different
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roots of the polynomial pC(b, Z)). Therefore zL ∈ Eϕi (and hence L ⊆ Eϕi), where
Eϕi is the fixed field of DM (ϕi),E in Q. But, there exists τ ∈ Gal(Q/E) such that
τL = Eϕi ; hence L = Eϕi . Therefore, returning on the argument of the previous
pharagraph for ϕi instead of ϕ, we get

OM |= ψ(b)⇔ OM |= ψC(b, ci) .

Thus
OM |= ψ(b)⇔ OM |= ∀Z[pC(b, Z) = 0→ ψC(b, Z)] .

Case II: The general case. By Theorem 1.12 and Lemma 2.21 we can find,
effectively if ψ(Y) is presented, special existential formulas

ψ1(Y), . . . , ψt(Y)

such that for every perfect algebraic extension M of K which is PAC over OM we
have

(4) OM |= ψ(Y)↔ ψ1(Y) ∨ · · · ∨ ψt(Y) .

By case I, we find, for each i between 1 and t, a finite Galois extension Pi of K(y)
and a polynomial hψi ∈ O[Y] which does not vanish on V such that the pair (ψi, V )
is solvable by the pair (Pi, hψi). We denote P = P1 · · ·Pt and hψ = hψ1

· · ·hψt .
Let Q be a finite Galois extension of K(y) which contains P and let D0/B0 be a

Galois ring/set cover such that B0 = V rV (h0), where h0 ∈ O[Y] is a polynomial
which does not vanish on V and K(D0) = Q. Let C be a conjugacy class of
Gal(Q/K(y)) and let L be the fixed field in Q of one of the fields in C. Let
zL be a primitive element for the extension L/K(y) which is integral over O[y],
let pC ∈ O[Y, Z] be a polynomial which satisfies that pC(y, Z) is a multiple of
irr(zL,K(y)) by an invertible element of K[B0], and suppose that the discriminant
of zL over K(y) is invertible in K[B0]. Let h ∈ O[Y] be a common multiple of h0

and hψ and denote B = V rV (h) and D = D0[h(y)−1].
Let i be a positive integer between 1 and t. Since the pair (ψi, V ) is solvable by

the pair (Pi, hψi), it follows that there exists a quantifier-free formula ψiC(Y, Z),

in the language Lrad(O), such that the pair (pC , ψiC) is a solution for the triple
(ψi, D/B, C). That is, for every perfect algebraic extension M of K which is PAC
over OM and for each b ∈ B(OM ) which satisfies Ar(D/B,M,b) = C we have

(5) OM |= ψi(b)⇔ OM |= ∃Z[pC(b, Z) = 0 ∧ ψiC(b, Z)]

⇔ OM |= ∀Z[pC(b, Z) = 0→ ψiC(b, Z)] .

We denote
ψC(Y, Z) : ψ1C(Y, Z) ∨ · · · ∨ ψtC(Y, Z) .

Then, for every perfect algebraic extension M of K which is PAC over OM and for
each b ∈ B(OM ) which satisfies Ar(D/B,M,b) = C we have, using (4) and (5),
that

OM |= ψ(b)⇔ OM |= ψ1(b) ∨ · · · ∨ ψt(b)

⇔ OM |=
t∨
i=1

∃Z[pC(b, Z) = 0 ∧ ψiC(b, Z)]

⇔ OM |= ∃Z[pC(b, Z) = 0 ∧ (

t∨
i=1

ψiC(b, Z))]

⇔ OM |= ∃Z[pC(b, Z) = 0 ∧ ψC(b, Z))] .
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Similarly, OM |= ψ(b)⇔ OM |= ∀Z[pC(b, Z) = 0→ ψC(b, Z)] . �

3. Radical Galois Stratification

Introduction. In this section we shall prove the theorem that was formulated
in the introduction (Theorem 3.33): Let e be a non-negative integer. For each

σ = (σ1, . . . , σe) ∈ Gal(K)e let K̃(σ) be the fixed field in K̃ of σ1, . . . , σe and let

Õ(σ) be the integral closure of O in K̃(σ). Let θ be a sentence in the language
L(ring,O) and let α be the Haar measure of all σ ∈ Gal(K)e such that θ is true

in Õ(σ). Then, α is a rational number which can be effectively computed in a
primitive recursive way when O is an effective computability domain.

For the convenience of the reader, we shall describe in this introduction to Section
3, in general lines, the primitive recursive procedure of quantifiers elimination in
the stratification procedure.

We rewrite θ in a disjunctive normal form:

(Q1X1) · · · (QnXn)
[ k∨
i=1

l∧
j=1

fij(X) = 0 ∧ gij(X) 6= 0
]
,

where X = (X1, . . . , Xn), Qi is the existential quantifier ∃ or the universal quantifier
∀, and fij , gij ∈ O[X]. The formula in the brackets defines a K-constructible set
A ⊆ An. Now, we stratify the affine space An into a finite union of disjoint K-
normal basic sets

An =
⋃
·

i∈In

Ai

such that for each i ∈ In, Ai ⊆ A or Ai ⊆ AnrA, where each Ai is of the form
VirV (gi) with gi ∈ K[X], Vi is a K-variety on which gi does not vanish, and the
ring K[Ai] = K[xi, g(xi)

−1] is integrally closed, where xi is a generic point of Vi.
For each i ∈ In we choose a quantifier-free sentence θi in the language Lrad(O)
such that θi is true if Ai ⊆ A and θi is false if Ai ⊆ AnrA. We denote by
An(O) the system 〈An, Ai, θi | i ∈ In〉 and by Sen(An(O)) the system of sentences
(θi | i ∈ In). For an algebraic extension M of K and for a ∈ An(OM ) we write
(An,M,a) |= Sen(An(O)) if OM |= θi for the unique i ∈ In such that a ∈ Ai. In
these notations we have that for every algebraic extension M of K,

OM |= θ ⇔ (Q1X1) · · · (QnXn)[(An,M, (X1, . . . , Xn)) |= Sen(An(O))] .

This is the situation at the starting point of the elimination procedure. At the
general stage of this procedure we are dealing with objects that have also “height”.

Suppose that we have eliminated the quantifiers Qn, . . . , Qm+1, in order, where
m is a positive integer between 1 and n. In this stage Am is stratified into a union

of disjoint K-normal basic sets, Am =
⋃
·

i∈Im

Ai, and for each i ∈ Im we build the

following complex structure over Ai: Ci is an integral domain which extends K[Ai]
such that Ci/K[Ai] is a Galois ring cover with Galois group Gal(K(Ci)/K(Ai)) =
Gal(Ci/Ai). Here K(Ai) = K(xi), where xi = (xi1, . . . , xim) is a generic point of
Ai. In addition, for each subextension L of K(Ci)/K(Ai), (Ci ∩L)/K[Ai] is a ring
cover.

Let H be the family of all finite groups H such that rank(H) ≤ e and let
Conj(Ci/Ai,H) be the set of all conjugacy classes of subgroups of Gal(Ci/Ai) which
belong to H. Note that when e = 0, H = {1}; hence Conj(Ci/Ai,H) contains
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only one conjugacy class, which is {Gal(Ci/Ci)}. For each C ∈ Conj(Ci/Ai,H)
we denote the set of all fixed fields in K(Ci) of groups in C by Fix(C). For each
L ∈ Fix(C) we choose a primitive element zL for the extension L/K(Ai) such that:
for every L1, L2 ∈ Fix(C) there exists σ ∈ Gal(Ci/Ai) which satisfies L2 = σL1

and zL2
= σzL1

, zL is integral over O[xi], and the discriminant of zL over K(Ai) is
invertible in K[Ai] (recall that (Ci∩L)/K[Ai] is a ring cover). Let pi,C ∈ O[X, Z] be
such that pi,C(xi, Z) is a multiple of irr(zL,K(Ai)) by an invertible element ofK[Ai],
for L ∈ Fix(C). For each L ∈ Fix(C) we attach a quantifier-free sentence θi,L in the
language Lrad(O[xi, zL]), such that θi,σL = σθi,L for each σ ∈ Gal(Ci/Ai) which
satisfies zσL = σzL. That is, there is a quantifier-free formula ϕi,C(X1, . . . , Xm, Z)
in the language Lrad(O) such that θi,L = ϕi,C(xi, zL) for each L ∈ Fix(C). Let θi,H
be the system of sentences (θi,L |L ∈ Fix(C), C ∈ Conj(Ci/Ai,H)). We say that
θi,H is a quantifier-free sentence in the language Lrad(O[Ci/Ai,H]).

Let M be one of the fields K̃(σ), chosen at random. Then OM = Õ(σ) is the
integral closure of O in M . For almost all (with respect to the Haar measure)

σ ∈ Gal(K)e, K̃(σ) is a perfect field and is PAC over Õ(σ) (Proposition 1.7)

which satisfies Gal(K̃(σ)) ∼= F̂e [FrJ08, p. 379, Thm. 18.5.6]. We denote the set of
all fields M such that M is a perfect algebraic extension of K which is PAC over
OM and Gal(M) ∼= F̂e by Fe(O). Note that Gal(M) ∼= F̂e iff Im(Gal(M)) = H
[FrJ08, p. 360, Lemma 17.7.1]. If M ∈ Fe(O), then Gal(M) has in particular the
embedding property [FrJ08, p. 568, Lemma 24.3.3] and M is a Frobenius field over
OM (Subsection 3.1).

Let M ∈ Fe(O), a ∈ Ai(OM ). Denote the Artin symbol, Ar(Ci/Ai,M,a), of a
in Gal(Ci/Ai) (Definition 1.20 c)) by C. We write (Ci/Ai,M,a) |= θi,H iff

OM |= ∃Z[pi,C(a, Z) = 0 ∧ ϕi,C(a, Z)] .

We say that the pair (Ci/Ai,θi,H) is compatible iff

a) for each C ∈ Conj(Ci/Ai,H), the content of θi,L in K[Ai] (Definition 2.12
b)), for L ∈ Fix(C), is an invertible element of K[Ai]; and

b) for every M ∈ Fe(O) and a ∈ Ai(OM ) we have, for C = Ar(Ai,M,a), that

OM |= ∃Z[pi,C(a, Z) = 0 ∧ ϕi,C(a, Z)]

⇔ OM |= ∀Z[pi,C(a, Z) = 0→ ϕi,C(a, Z)] .

We assume that all the sentences θi,H are compatible with the cover Ci/Ai. (For
each C ∈ Conj(Ci/Ai,H) and each L ∈ Fix(C), the discriminant of zL over K(Ai) is
invertible in K[Ai]; this assumption will allow us, using Proposition 2.26, to build
in each stage of the elimination procedure such a quantifier-free sentence θi,H.)

In the starting point of the elimination procedure, when m = n, we take, for
each i ∈ In, Ci = K[Ai] and hence Gal(Ci/Ai) = 1. In particular, Gal(Ci/Ai) has
only one conjugacy class C = {1} which belongs, of course, to Conj(Ci/Ai,H). We
attach to it a quantifier-free formula θi in the language Lrad(O) such that θi is true
or false according to if Ai ⊆ A or Ai ⊆ AnrA.

We call the system

Am(O,H) = 〈Am, Ci/Ai,θi,H | i ∈ Im〉
a radical Galois stratification (with respect to H) of Am over O and the system
Am = 〈Am, Ci/Ai | i ∈ Im〉 the normal stratification under Am(O,H). Let

Sen(Am(O,H)) = (θi,H | i ∈ Im)
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be the system of sentences of Am(O,H). For M ∈ Fe(O) and a ∈ Am(OM ), we
write (Am,M,a) |= Sen(Am(O,H)) if (Ci/Ai,M,a) |= θi,H for the unique i ∈ Im
such that a ∈ Ai.

If O = K, we denote, for each i ∈ Im, by Con(Ai,H) the conjugacy domain
of Gal(Ci/Ai) which contains all the subgroups G that belong to H and satisfy,

for C = {Gσ |σ ∈ Gal(Ci/Ai)}, that there exists (ã, z̃) ∈ Ai(K̃) × K̃ such that

pi,C(ã, z̃) = 0 and K̃ |= ϕi,C(ã, z̃). Let M ∈ Fe(K) and a ∈ Ai(M). Then

Ar(Ai,M,a) ⊆ Con(Ai,H)⇔ (Ci/Ai,M,a) |= θi,H .

Indeed, let C = Ar(Ai,M,a) and L ∈ Fix(C). Then there exists aK-homomorphism,
τ ′ : K[xi, zL] → M , such that τ ′(xi) = a. Also, the content of θi,L in K[Ai] is
an invertible element of K[Ai]. Note that C ⊆ Con(Ai,H) iff there exists a K-

homomorphism, τ : K[xi, zL] → K̃, which satisfies that K̃ |= τ(θi,L). Hence, by
Remark 2.14 b),

C ⊆ Con(Ai,H)⇔M |= τ ′(θi,L)⇔M |= ∃Z[pi,C(a, Z) = 0 ∧ ϕi,C(a, Z)]
⇔ (Ci/Ai,M,a) |= θi,H .

In this way we can replace the radical Galois stratification Am(O,H) of Am by the
usual Galois stratification [FrJ08, Chapter 30]

Am(H) = 〈Am, Ci/Ai,Con(Ai,H) | i ∈ Im〉

of Am.
Now, let π : Am → Am−1 be the projection defined by

π(x1, . . . , xm) = (x1, . . . , xm−1) .

If Qm is the existential quantifier ∃, we build a radical Galois stratification
Am−1(O,H) of Am−1 over O, such that for every M ∈ Fe(O) and each b ∈
Am−1(OM ), (Am−1,M,b) |= Sen(Am−1(O,H)) iff there exists a ∈ Am(OM ) such
that π(a) = b and (Am,M,a) |= Sen(Am(O,H)). In this way, we code the infor-
mation on the existential quantifier in the formula

∃Xm[(Am,M, (X1, . . . , Xm−1, Xm)) |= Sen(Am(O,H))]

inside a new radical Galois stratification Am−1(O,H).
If Qm is the universal quantifier ∀, we build the complement to Am(O,H):

Acm(O,H) = 〈Am, Ci/Ai,¬θi,H | i ∈ Im〉 .

Note that since the pair (Ci/Ai,θi,H) is compatible, for each i ∈ Im, it follows that
for every M ∈ Fe(O) and each a ∈ Am(OM ),

(Am,M,a) 6|= Sen(Am(O,H))⇔ (Acm,M,a) |= Sen(Acm(O,H)) .

Now, we find a radical Galois stratification Acm−1(O,H) of Am−1 over O such that
for every M ∈ Fe(O) and each b ∈ Am−1(OM ), (Acm−1,M,b) |= Sen(Acm−1(O,H))
iff there exists a ∈ Am(OM ) such that π(a) = b and (Acm,M,a) |= Sen(Acm(O,H)).
The complementary radical Galois stratification to Acm−1(O,H) satisfies, for every
M ∈ Fe(O) and each b ∈ Am−1(OM ), that (Am−1,M,b) |= Sen(Am−1(O,H)) iff
(Am,M,a) |= Sen(Am(O,H)) for all a ∈ Am(OM ) such that π(a) = b.

In any case, for every M ∈ Fe(O) and each (a1, . . . , am−1) ∈ Am−1(OM ), we
have

(Am−1,M, (a1, . . . , am−1)) |= Sen(Am−1(O,H))
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if and only if Qmam ∈ OM such that (Am,M,a) |= Sen(Am(O,H)), where a =
(a1, . . . , am).

In this way we eliminate the quantifiers Qn, . . . , Q1 from θ, in order. In the final
stage we get a radical Galois stratification (with respect to H) A0(O,H) of A0 over
O such that, for every M ∈ Fe(O),

OM |= θ ⇔ (Q1X1) · · · (QnXn)[(An,M, (X1, . . . , Xn)) |= Sen(An(O))]

⇔ (A0,M,O) |= Sen(A0(O,H)) ,

where O is the only point in A0. The normal stratification A0 under A0(O,H) is
trivial: A0 = 〈A0, C0/A0〉, where A0 = A0 = {O}. In this case K(A0) = K, C0 = L
is a finite Galois extension of K, and, for every algebraic extension M of K,

Ar(A0,M,O) = {Gal(L/L ∩M)σ |σ ∈ Gal(L/K)} .
In addition, Sen(A0(O,H)) contains only one system of sentences χH = (χK′ |K ′ ∈
Field(L/K,H)), where Field(L/K,H) is the set of all subextensions K ′ of L/K
such that Gal(L/K ′) ∈ H, and χK′ is a quantifier-free sentence in the language
Lrad(OK′) such that if K ′1 and K ′2 are two subextensions of L/K which are con-
jugate by an element of Gal(L/K), then there exists σ ∈ Gal(L/K) which satis-
fies K ′2 = σK ′1 and χK′2 = σχK′1 . Hence, for every M ∈ Fe(O), the condition
(A0,M,O) |= Sen(A0(O,H)) reduces to Gal(L/L ∩M) ∈ H and OM |= χL∩M . It

follows from Proposition 2.11 that OM |= χL∩M iff Õ |= χL∩M . We denote

Conθ(H) = {Gal(L/K ′) ∈ H |K ′ is a subextension of L/K s.t. Õ |= χK′ } .
Then, Conθ(H) is a conjugacy domain of subgroups of Gal(L/K) which belong to
H. Moreover, when O is an effective computability domain, if e is given and θ is
presented, then we can effectively find it (because, by Proposition 2.8, the relation

Radk,l on Õ is primitive recursive). We arrive, then, to the conclusion that, for
every M ∈ Fe(O),

OM |= θ ⇔ Gal(L/L ∩M) ∈ Conθ(H) .

Let k be the number of σ0 ∈ Gal(L/K)e such that 〈σ0〉 ∈ Conθ(H). Then, it

follows from above that α =
k

[L : K]e
is the desired rational number; that is, α is

the Haar measure of all σ ∈ Gal(K)e such that θ is true in Õ(σ).

3.1. Frobenius Fields over Rings of Integers. Recall that a fieldM is a Frobe-
nius field if M is PAC and Gal(M) has the embedding property [FrJ08, p. 564,
Def. 24.1.3].

Definition 3.1. Let R be a subring of a field M . We say that M is a Frobenius
field over R if M is PAC over R and Gal(M) has the embedding property.

A Frobenius field satisfies the decomposition group’s property [FrJ08, p. 564,
Prop. 24.1.4]. We shall prove here a similar proposition for a Frobenius field over
a subring for the special case which we are interested in this work:

Proposition 3.2. Let M be a perfect algebraic extension of K and suppose that
M is Frobenius over OM . Let y be a transcendental element over M and denote
E = M(y). Let F be a finite Galois extension of E and let S/R be a ring cover
over M with a field cover F/E, where R = M [y, g(y)−1] with a nonzero polynomial
g in M [Y ]. Let N be the algebraic closure of M in F and let H be a subgroup

Albanian J. Math. 13 (2019), no. 1, 3 - 93.

http://albanian-j-math.com/vol-13.html


Aharon Razon 39

of Gal(F/E) such that H ∈ Im(Gal(M)) and resN (H) = Gal(N/M). Let E′ be
the fixed field of H in F and let z be a primitive element for the extension E′/E
which is integral over OM [y]. Let θ be a quantifier-free sentence in the language

Lrad(OM [y, z]) and suppose that there exists an M -homomorphism τ : S → K̃ which
satisfies that τ(y), τ(z) ∈ OM , τ(cθ) 6= 0, and OM |= τ(θ), where cθ is the content
of θ in R.

Then, there exists an M -homomorphism ψ : S → K̃ which satisfies that
ψ(y), ψ(z) ∈ OM , OM |= ψ(θ), and DM (ψ) = H, where

DM (ψ) = {σ ∈ Gal(F/E)| (∀u ∈ S)[ψ(u) ∈M ⇒ ψ(σu) = ψ(u)]} .

Proof. The fixed field E′ = F (H) of H in F satisfies that N ∩ E′ = M . Hence
res : Gal(F/E′) → Gal(N/M) is surjective. We apply the embedding property of
Gal(M) on the diagram

Gal(M)yres

Gal(F/E′)
res−→ Gal(N/M) .

This gives a Galois extension N ′ of M which contains N and an isomorphism
j : Gal(N ′/M) → Gal(F/E′) with resN (j(σ)) = resN (σ) for each σ ∈ Gal(N ′/M).
In particular, N ′E′ ∩ F = NE′. Let F ′ = N ′F . Then

Gal(F ′/E′) = {(σ1, σ2) ∈ Gal(N ′/M)×Gal(F/E′)| resN (σ1) = resN (σ2)} .
Let ∆ = {(σ, j(σ))| σ ∈ Gal(N ′/M)} and let D be the fixed field of ∆ in F ′. Then,
it follows from the field crossing argument (which appears, for example, in Part A
of the proof of [FrJ08, p. 431, Lemma 20.2.2] and, of course, in the proof of [FrJ08,
p. 564, Prop. 24.1.4]) that DN ′ = DF = F ′, F ∩ D = E′, and N ′ ∩ D = M . In
particular, D is a regular extension of M of transcendence degree 1.

The integral closure U of R in D is finitely generated over R [Lan64, p. 120]:

U = R[x1, . . . , xn] = M [y, g(y)−1, x1, . . . , xn] .

Let Dθ be the definition set of θ in OM [y, z]. Since z belongs to E′ and is integral
over OM [y], it follows that z ∈ U and hence Dθ ⊂ U . Suppose, without loss, that
Dθ ⊆ {x1, . . . , xn} and let W be an M -variety which is generated by the point
(y, g(y)−1,x). Since M is perfect and PAC over OM , it follows from Theorem 1.10
(applied to W instead of to V ) that there exists an M -epimorphism ψU : U → M

such that ψU (y), ψU (z) ∈ OM and ψU (d)
τ(d) is an invertible element of OM for each

d ∈ Dθ (because τ(cθ) 6= 0 and hence τ(d) 6= 0). Hence, since OM |= τ(θ), it follows
from Lemma 2.13 that OM |= ψU (θ). Let z′ be a primitive element for the extension
N ′/M . Then, since D is linearly disjoint from N ′ over M , it follows from [FrJ08, p.
110, Remark 6.1.7] that the integral closure V of U in F ′ is N ′U = U [z′] = N ′⊗MU .
In particular, S ⊆ V . Hence ψU extends to an N ′-epimorphism ψ′ : V → N ′. Since
[F ′ : D] = [N ′ : M ], it follows that the decomposition group

D(ψ′) = {σ ∈ Gal(F ′/E′)| (∀v ∈ V )[ψ′(v) = 0⇒ ψ′(σv) = 0]}
is ∆ [FrJ08, p. 109, Lemma 6.1.4] (Note that D(ψ′) = D(Ker(ψ′)) in the notations
of [FrJ08, §6.1]). Let ψ be the restriction of ψ′ to S and let

D(ψ) = {σ ∈ Gal(F/E)| (∀u ∈ S)[ψ(u) = 0⇒ ψ(σu) = 0]} .
Then, Gal(F/E′) = resFD(ψ′) ≤ D(ψ) ≤ Gal(F/E′) and hence D(ψ) = H. Fi-
nally, by Remark 1.21 b), DM (ψ) = D(ψ) = H. �
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3.2. Cover-Sentence Pairs.

Notation 3.3. Let A be a K-normal basic subset of An with

K[A] = K[x1, . . . , xn, g(x)−1] ,

where g is a polynomial in O[X1, . . . , Xn], and let C/A be a Galois ring/set cover
over K. Also, let H be a family of finite groups.

a) Ā is the Zariski closure of A in An. That is, Ā is the K-variety generated
by x = (x1, . . . , xn).

b) O[Ā] = O[x] is called the ring of integers of Ā.
c) Conj(C/A) is the set of all conjugacy classes of subgroups of Gal(C/A).

Conj(C/A,H) is the set of all the conjugacy classes of subgroups of Gal(C/A)
which belong to H.

d) For each C ∈ Conj(C/A), Fix(C) is the set of all the fixed fields in K(C) of
subgroups in C.

e) Field(C/A) is the set of all subextensions of K(C)/K(A).
Field(C/A,H) = {L ∈ Field(C/A) |Gal(K(C)/L) ∈ H} .

f) For each L ∈ Field(C/A) we choose a primitive element zL for the extension
L/K(A) which is integral over K[A] such that for each C ∈ Conj(C/A) and
every L1, L2 ∈ Fix(C) there exists σ ∈ Gal(C/A) which satisfies L2 = σL1

and zL2
= σzL1

. (First choose, for each C ∈ Conj(C/A), L ∈ Fix(C) and
fix such zL. Denote G = Gal(K(C)/L) and H = {σ ∈ G |σL = L}. Then
H < G. Suppose that [G : H] = r and let σ1 = 1, σ2, . . . , σr be a system
of left coset representatives of G modulo H. Now define zσiL = σizL,
i = 2, . . . , r.) We multiply g by a suitable element of O[X] in order to
assume that the discriminant of zL over K(A) is invertible in K[A]. Then,
(C ∩ L)/A is a ring/set cover over K with a field cover L/K(A) and with
a primitive element zL. Now, we multiply zL by an invertible element of
K[A] in order to assume that zL is integral over O[x]. (Note that the
discriminant of zL over K(A) remains invertible in K[A].)
We say that C/A is a complete Galois ring/set cover over K. That
is,
for each L ∈ Field(C/A), (C ∩ L)/A is a ring/set cover over K.
We call zL an O[Ā]-integral primitive element for the ring/set cover
(C ∩ L)/A.
We call the system of primitive elements z = (zL |L ∈ Field(C/A)) an
O[Ā]-integral primitive element for C/A.
O[C ∩ L] = O[x, zL] is called the ring of integers of C ∩ L.
We call the system of rings of integersO[C/A] = (O[C∩L] |L ∈ Field(C/A))
the ring of integers of C/A, and we denote O[C/A,H] = (O[C ∩L] |L ∈
Field(C/A,H)).

g) For each L ∈ Field(C/A,H), let θL be a quantifier-free sentence in the
language Lrad(O[C ∩ L]) such that θσL = σθL for each σ ∈ Gal(C/A)
which satisfies zσL = σzL. That is, for each C ∈ Conj(C/A,H) there exists
a quantifier-free formula ϕC(X1, . . . , Xn, Z) in the language Lrad(O) such
that θL = ϕC(x, zL) for each L ∈ Fix(C).
We call the system of sentences θH = (θL |L ∈ Field(C/A,H)) a quantifier-
free sentence in the language Lrad(O[C/A,H]).

h) Let θH, χH be quantifier-free sentences in the language Lrad(O[C/A,H]).
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¬θH = (¬θL |L ∈ Field(C/A,H)) is the negation of θH,
θH ∨ χH = (θL ∨ χL |L ∈ Field(C/A,H)) is the disjunction of θH with
χH, and
θH ∧ χH = (θL ∧ χL |L ∈ Field(C/A,H)) is the conjunction of θH with
χH.

i) For each C ∈ Conj(C/A,H), let cθC := cθL be the content of θL in K[A]
(Definition 2.12 b)), for L ∈ Fix(C).
We call cθH =

∏
C∈Conj(C/A,H)

cθC the content of θH in K[A].

Let hθH ∈ O[X] be such that hθH(x) is a multiply of cθH by an invertible
element of K[A]. Then, hθH is a polynomial in O[X] which satisfies that

hθH(x) 6= 0 and for every K-homomorphism, τ0 : K[A]→ K̃, and for each
L ∈ Field(C/A,H) we have

hθH(τ0(x)) 6= 0⇒ τ0(cθL) 6= 0 .

Such a polynomial is called a content polynomial of θH.
j) For a profinite group G we denote the set of all finite quotients of G by

Im(G).
We denote the set of all fieldsM such thatM is a perfect algebraic extension
of K which is Frobenius over OM and Im(Gal(M)) = H by FH(O).

3.4. Compatible Cover-Sentence.

Definition 3.5. Let C/A be the complete Galois ring/set cover over K of Notation
3.3 and let H be a family of finite groups. Let z be an O[Ā]-integral primitive
element for the cover C/A, let O[C/A] be the corresponding ring of integers of
C/A, and let θH be a quantifier-free sentence in the language Lrad(O[C/A,H]).
For each C ∈ Conj(C/A,H), let pC be a polynomial in O[X, Z] which satisfies
that pC(x, Z) is a multiple of irr(zL,K(x)) by an invertible element of K[A] and
let ϕC(X, Z) be a quantifier-free formula in the language Lrad(O) which satisfies
ϕC(x, zL) = θL, for each L ∈ Fix(C).

a) Let M ∈ FH(O) and a ∈ A(OM ) and denote C = Ar(A,M,a). Since
H = Im(Gal(M)), we have C ∈ Conj(C/A,H). It follows from Remark 1.21

a) that for every K-homomorphism, τ : C → K̃, such that τ(x) = a we have
τ(zL) ∈ M , where L is the fixed field of DM (τ) in K(C). Also, τ(zL) is
integral over O[a] (because zL is integral over O[x]); hence τ(zL) ∈ OM and
τ(θL) = ϕC(a, τ(zL)) is a quantifier-free formula in the language Lrad(OM ).
In particular, it follows from the assumption C = Ar(A,M,a) that

OM |= ∃Z[pC(a, Z) = 0] .

We write (C/A,M,a) |= θH iff there exists a K-homomorphism, τ : C →
K̃, which extends the specialization x 7→ a such that OM |= τ(θL), where
L is the fixed field of DM (τ) in K(C).

Alternatively, (C/A,M,a) |= θH iff OM |= ∃Z[pC(a, Z) = 0 ∧ ϕC(a, Z)].
b) We say that the cover-sentence pair (C/A,θH) is compatible iff the fol-

lowing two conditions are satisfied:
1. the content, cθH , of θH in K[A] is invertible in K[A], and
2. for every M ∈ FH(O) and each a ∈ A(OM ) we have that if there

exists a K-homomorphism, τ : C → K̃, such that τ(x) = a and OM |=
τ(θL), where L is the fixed field of DM (τ) in K(C), then for every
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K-homomorphism, τ ′ : C → K̃, such that τ ′(x) = a we have OM |=
τ ′(θL′), where L′ is the fixed field of DM (τ ′) in K(C).

Alternatively, (C/A,θH) is compatible iff cθH is invertible in K[A] and for
every M ∈ FH(O) and each a ∈ A(OM ) we have, for C = Ar(A,M,a), that

OM |= ∃Z[pC(a, Z) = 0 ∧ ϕC(a, Z)]

⇒ OM |= ∀Z[pC(a, Z) = 0→ ϕC(a, Z)] .

(Alternatively, OM |= ηC(a), where ηC(X) is the formula

∃Z[pC(X, Z) = 0 ∧ ϕC(X, Z)]→ ∀Z[pC(X, Z) = 0→ ϕC(X, Z)] .)

Remark 3.6. If (C/A,θH) is a compatible cover-sentence pair, then for every M ∈
FH(O) and each a ∈ A(OM ) we have

(C/A,M,a) 6|= θH ⇔ (C/A,M,a) |= ¬θH .
Indeed, Let C = Ar(A,M,a). Then, in the notations of Definition 3.5,

(C/A,M,a) 6|= θH ⇔ OM 6|= ∃Z[ pC(a, Z) = 0 ∧ ϕC(a, Z)]

⇔ OM 6|= ∀Z[ pC(a, Z) = 0→ ϕC(a, Z)]

⇔ OM |= ∃Z[ pC(a, Z) = 0 ∧ ¬ϕC(a, Z)]

⇔ (C/A,M,a) |= ¬θH .

Remark 3.7. We interpret the notations in Notation 3.3 and Definition 3.5 in the
case n = 0. That is, when A = A0 consists of one point, O, the origin. In this
case K(A) = K, C = L is a finite Galois extension of K, and for every algebraic
extension M of K,

Ar(A,M,O) = {Gal(L/L ∩M)σ|σ ∈ Gal(L/K)} .
Hence, O[Ā] = O and, for each K ′ ∈ Field(L/K,H), zK′ is a primitive element
for the extension K ′/K which is integral over O (therefore zK′ ∈ OK′) such that
for each C ∈ Conj(L/K,H) and every K ′1,K

′
2 ∈ Fix(C) there exists σ ∈ Gal(L/K)

which satisfies K ′2 = σK ′1 and zK′2 = σzK′1 , O[C ∩ K ′] = OK′ , and θK′ is a
quantifier-free sentence in the language Lrad(OK′) such that θσK′ = σθK′ for each
σ ∈ Gal(L/K) which satisfies zσK′ = σzK′ . For each C ∈ Conj(L/K,H), pC is
a monic polynomial in O[Z] which satisfies pC(Z) = irr(zK′ ,K) and ϕC(Z) is a
quantifier-free formula in the language Lrad(O) which satisfies ϕC(zK′) = θK′ , for
each K ′ ∈ Fix(C).

Let M ∈ FH(O) and let C = {Gal(L/L ∩M)σ|σ ∈ Gal(L/K)}. Then

(C/A,M,O) |= θH ⇔ OM |= ∃Z[ pC(Z) = 0 ∧ ϕC(Z)] .

Let z1, . . . , zm be all the roots of pC(Z) in OM . Then, if the pair (C/A,θH) is
compatible, then

OM |=
m∨
i=1

ϕC(zi)⇔ OM |=
m∧
i=1

ϕC(zi) .

3.8. Induced Cover-Sentence.

Definition 3.9. We continue to hold the notations of Notation 3.3 and Definition
3.5.

Let A′ be a K-normal basic set contained in A with a generic point x′. Then,
the specialization x 7→ x′ extends uniquely to a K-homomorphism, τ0, of K[A] into
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K[A′]. We extend τ0 further to a homomorphism τ from C into a Galois extension
K(C ′) of K(A′), where C ′ = τ(C). Then, C ′/A′ is a Galois ring/set cover and τ
induces an isomorphism τ∗ : Gal(C ′/A′) → D(τ) such that τ(τ∗(σ)(u)) = σ(τ(u))
for each σ ∈ Gal(C ′/A′) and each u ∈ C (Remark 1.21 e)). Let Eτ be the fixed
field of D(τ) in K(C).

For each subextension L′ of K(C ′)/K(A′), there is a unique subextension L of
K(C)/Eτ such that τ∗(Gal(K(C ′)/L′)) = Gal(K(C)/L) (hence τ(C ∩L) = C ′∩L′
and [L′ : K(A′)] = [L : Eτ ]). We denote z′L′ = τ(zL) and, if L′ ∈ Field(C ′/A′,H),
we denote θ′L′ = τ(θL) (L′ ∈ Field(C ′/A′,H) implies L ∈ Field(C/A,H)). Then,
z′L′ is integral over O[Ā′] = O[x′] (because zL is integral over O[x]),

C ′ ∩ L′ = τ(C ∩ L) = τ(K[x, zL]) = K[x′, z′L′ ] = K[A′][z′L′ ] ,

pC(x
′, z′L′) = 0 and, if L′ ∈ Field(C ′/A′,H), then θ′L′ = ϕC(x

′, z′L′), where C is the
conjugacy class of Gal(C/A) which satisfies L ∈ Fix(C).

Since the discriminant, dL, of zL over K(A) is invertible in K[A], it follows that
the discriminant, d′L, of zL over Eτ is invertible in C ∩ Eτ (Remark 1.14). Hence,
the discriminant, d′L′ = τ(d′L), of z′L′ over K(A′) is invertible in K[A′]. Therefore,
z′L′ is an O[Ā′]-integral primitive element for the ring/set cover (C ′ ∩ L′)/A′.

Let O[C ′ ∩ L′] = O[x′, z′L′ ] be the ring of integers of C ′ ∩ L′. Then, if L′ ∈
Field(C ′/A′,H), then θ′L′ is a quantifier-free sentence in the language Lrad(O[C ′ ∩
L′]).

Let C′ be the conjugacy class of Gal(C ′/A′) which satisfies that L′ ∈ Fix(C′)
(hence τ∗(C′) ⊆ C). We say that C′ is induced by τ from C. Note that if
L′1, L

′
2 ∈ Fix(C′), then the corresponding L1, L2 ∈ Fix(C) are conjugate by an

element of D(τ). Thus, there exists σ ∈ Gal(C ′/A′) which satisfies L2 = τ∗(σ)L1

and zL2 = τ∗(σ)zL1 . Therefore L′2 = σL′1 and

z′L′2 = z′σL′1 = τ(zτ∗(σ)L1
) = τ(zL2

) = τ(τ∗(σ)(zL1
)) = σ(τ(zL1

)) = σz′L′1 ,

since τ(τ∗(σ)(C∩L1)) = σ(τ(C∩L1)) = σ(C ′∩L′1). Hence, if C′ ∈ Conj(C ′/A′,H),
then also θ′L′2

= σθ′L′1
.

Let p′C′ be a polynomial in O[X, Z] which satisfies that p′C′(x
′, Z) is a multiple

of irr(z′L′ ,K(x′)) by an invertible element of K[A′]. Then, since pC(x
′, z′L′) = 0, it

follows that p′C′(x
′, Z)| pC(x′, Z) in K[A′][Z] (because irr(zL,K(x)) ∈ K[A][Z] and

irr(z′L′ ,K(x′)) ∈ K[A′][Z]). If C′ ⊆ H, we let ϕ′C′(X, Z) be the formula ϕC(X, Z)
(note that if C′ ⊆ H, then C ⊆ H).

We get, in particular, that C ′/A′ is a complete Galois ring/set cover over K
with an O[Ā′]-integral primitive element z′ = (z′L′ |L′ ∈ Field(C ′/A′)), O[C ′/A′] =
(O[C ′ ∩ L′] |L′ ∈ Field(C ′/A′)) is the corresponding ring of integers, and θ′H =
(θ′L′ |L′ ∈ Field(C ′/A′,H)) is a quantifier-free sentence in Lrad(O[C ′/A′,H]), where
O[C ′/A′,H] = (O[C ′ ∩ L′] |L′ ∈ Field(C ′/A′,H)).

For each C′ ∈ Conj(C ′/A′,H), let cθ′C′ := cθ′
L′

be the content of θ′L′ in K[A′], for

L′ ∈ Fix(C′). Then cθ′H =
∏

C′∈Conj(C′/A′,H)

cθ′C′ is the content of θ′H in K[A′].

For every M ∈ FH(O) and each a ∈ A′(OM ) we write

(C ′/A′,M,a) |= θ′H ⇔ OM |= ∃Z [ p′C′(a, Z) = 0 ∧ ϕ′C′(a, Z)]

for C′ = Ar(A′,M,a).
We say that the cover-sentence (C ′/A′,θ′H) is induced by τ from (C/A,θH).

Also, we say that a cover-sentence (C ′/A′,θ′H) is induced from (C/A,θH) if there
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exists a K-homomorphism, τ : C → C ′, such that (C ′/A′,θ′H) is the cover-sentence
which is induced by τ from (C/A,θH).

Remark 3.10. Suppose that the cover-sentence pair (C/A,θH) is compatible; that
is, cθH is invertible in K[A] and, for every M ∈ FH(O) and each a ∈ A(OM ), we
have, for C = Ar(A,M,a), that OM |= ηC(a), where

ηC(X) : ∃Z[ pC(X, Z) = 0 ∧ ϕC(X, Z)]→ ∀Z[ pC(X, Z) = 0→ ϕC(X, Z)] .

Then

a) cθ′H is invertible in K[A′].

Indeed, let C′ ∈ Conj(C ′/A′,H). We shall show that cθ′C′ is invertible

in K[A′]. Let C be the conjugacy class of Gal(C/A) which satisfies that C′
is induced by τ from C, and let cθC be the content of θL in K[A], for L ∈
Fix(C). Let L′ ∈ Fix(C′) and L ∈ Fix(C) be such that τ(L) = L′. Since cθC
is invertible in K[A], it follows that τ(cθC ) is invertible in K[A′] = τ(K[A])
and, in particular, that τ(cθC ) 6= 0. Hence, since θ′L′ = τ(θL), it follows
that cθ′C′ = τ(cθC ) is invertible in K[A′].

b) The induced cover-sentence (by τ), (C ′/A′,θ′H), is also compatible.
Indeed, it follows from a) that cθ′H is invertible in K[A′]. In addition,

let M ∈ FH(O) and a ∈ A′(OM ) and denote C′ = Ar(A′,M,a) and

η′C′(X) :

∃Z[ p′C′(X, Z) = 0 ∧ ϕ′C′(X, Z)]→ ∀Z[ p′C′(X, Z) = 0→ ϕ′C′(X, Z)] .

We have to show that OM |= η′C′(a). Indeed, the conjugacy class C =
Ar(A,M,a) of Gal(C/A) satisfies that τ∗(C′) ⊆ C (Remark 1.21 e)); hence
C′ is the conjugacy class of Gal(C ′/A′) which is induced by τ from C.
Therefore, ϕ′C′(X, Z) is the formula ϕC(X, Z).

Suppose that OM |= ∃Z[ p′C′(a, Z) = 0 ∧ ϕC(a, Z)]. Then, since

p′C′(a, Z)|pC(a, Z) in M [Z]

(because p′C′(x
′, Z)|pC(x′, Z) in K[A′][Z]), it follows that we have also

OM |= ∃Z[ pC(a, Z) = 0 ∧ ϕC(a, Z)]. Hence, since (C/A,θH) is compat-
ible, it follows that OM |= ∀Z[ pC(a, Z) = 0→ ϕC(a, Z)]. Therefore, again,
since p′C′(a, Z)|pC(a, Z) in M [Z], it follows that OM |= ∀Z[ p′C′(a, Z) = 0→
ϕC(a, Z)]. Thus, OM |= η′C′(a), as required.

c) Let M ∈ FH(O) and a ∈ A′(OM ). Then

(C ′/A′,M,a) |= θ′H ⇔ (C/A,M,a) |= θH .

Indeed, let C′ = Ar(A′,M,a) and C = Ar(A,M,a). Then

(C ′/A′,M,a) |= θ′H ⇔ OM |= ∃Z[ p′C′(a, Z) = 0 ∧ ϕC(a, Z)]

⇒ OM |= ∃Z[ pC(a, Z) = 0 ∧ ϕC(a, Z)]

⇔ (C/A,M,a) |= θH .

Conversely, since the pair (C/A,θH) is compatible and

OM |= ∃Z[ p′C′(a, Z) = 0]
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(see Definition 3.5 a)),

(C/A,M,a) |= θH ⇔ OM |= ∃Z[ pC(a, Z) = 0 ∧ ϕC(a, Z)]

⇒ OM |= ∀Z[ pC(a, Z) = 0→ ϕC(a, Z)]

⇒ OM |= ∀Z[ p′C′(a, Z) = 0→ ϕC(a, Z)]

⇒ OM |= ∃Z[ p′C′(a, Z) = 0 ∧ ϕC(a, Z)]

⇔ (C ′/A′,M,a) |= θ′H .

3.3. Cover-Sentence under Projection. We continue the conventions of Sub-
section 3.2. Let n ≥ 0 and let π : An+1 → An be the projection into the first n
coordinates. If n = 0, then π maps each point of A1 onto the point, O, of A0.

Suppose that A ⊆ An+1 and B ⊆ An are two K-normal basic sets such that
π(A) = B. Suppose also that C/A is a complete Galois ring/set cover over K
and θH is a quantifier-free sentence in the language Lrad(O[C/A,H]), where H is
a family of finite groups. We shall now construct nonempty K-open subsets A′, B′

and C ′ of A, B and C, respectively, a complete Galois ring/set cover D/B′ over K,
and a quantifier-free sentence χH in the language Lrad(O[D/B′,H]) such that the
pair (D/B′,χH) is compatible and, for every M ∈ FH(O) and each b ∈ B′(OM ),
the following holds: (D/B′,M,b) |= χH if and only if there exists a ∈ A′(OM )
such that π(a) = b and (C ′/A′,M,a) |= θH. There are two cases: either dim(A) =
dim(B)+1 or dim(A) = dim(B). Lemmas 3.12 and 3.15 treat the first case, Lemma
3.17 the second.

Notation 3.11. Let A ⊆ An+1 and B ⊆ An be two K-normal basic sets such that
π(A) = B. Let C/A be a complete Galois ring/set cover over K with an O[Ā]-
integral primitive element z and with a corresponding ring of integers O[C/A], and
let θH be a quantifier-free sentence in the language Lrad(O[C/A,H]) with a content
polynomial hθH ∈ O[X1, . . . , Xn, Y ], where H is a family of finite groups. We as-
sume that K(A) = K(B)(y), where y is a transcendental element over K(B). Let L
be the algebraic closure of K(B) in K(C). Also, let z be a primitive element for the
ring cover C/K[A], let x be a generic point for B, and let B̄ be the K-variety gener-
ated by x. We assume that K[B] = K[x, g1(x)−1] and K[A] = K[x, y, g2(x, y)−1],
where g1 ∈ O[X1, . . . , Xn] and g2 ∈ O[X1, . . . , Xn, Y ]. We assume, in addition,
that hθH(x, y) (hence also cθH) is invertible in K[A].

Lemma 3.12. In addition to the notations in Notation 3.11, suppose that D/B
is a Galois ring/set cover over K such that L ⊆ K(D). Then, there exists a
polynomial hD ∈ O[X1, . . . , Xn], not vanishing on B, such that if h is a multiple
of hD in O[X], then for C ′ = C[h(x)−1], A′ = ArV (h), D′ = D[h(x)−1] and
B′ = BrV (h), we have that the pair (C ′/A′, D′/B′) of Galois ring/set covers is
specialization compatible. That is:

(1a) (D′ ∩ L)/K[B′] is a ring cover;

(1b) π(A′) = B′; and

(1c) Let M be a field extension of K, let y′ be a transcendental element over

M and let ϕ : C ′ → M̃(y′) be a K-homomorphism such that ϕ(x) ∈ B′(M)
and ϕ(y) = y′. Let N = M [ϕ(D′ ∩ L)] and F = M(y′, ϕ(z)). Then,
[K(C) : L(y)] = [F : N(y′)] and N is the algebraic closure of M in F .

Moreover, in the explicit case, when A, B, C and D are presented, hD can be
computed effectively.

albanian-j-math.com/archives/2019-01.pdf

http://albanian-j-math.com/archives/2019-01.pdf


Primitive Recursive Decidability for Large Rings 46

Proof. [FrJ08, p. 711, Lemma 30.2.1]. Let S = L ∩ D and find a polynomial
f ∈ S[Y, Z], irreducible over L, such that f(y, z) = 0. Since L(y, z) = K(C) is
a regular extension of L, f(Y,Z) is absolutely irreducible. The Bertini-Noether
theorem [FrJ08, p. 179, Prop. 10.4.2] produces a nonzero element u ∈ S with
this property: if ψ is a homomorphism of S into a field and ψ(u) 6= 0, then the
polynomial fψ(Y,Z) is absolutely irreducible and has the same degree in Z as
f(Y, Z). Choose hD ∈ O[X1, . . . , Xn] so that hD(x) = ag1(x)kNL/K(B)(u) ∈ O[x]
for some 0 6= a ∈ O and some integer k ≥ 0. Further, a multiplication of hD
by an appropriate polynomial in O[X] assures that, with D′ and B′ given in the
statement of the lemma, D′ ∩ L/K[B′] is a ring cover (Remark 1.18).

In order to prove that the pair (C ′/A′, D′/B′) of Galois ring/set covers satisfies
(1a)–(1c) we have only to check (1c). Indeed, hD(ϕ(x)) 6= 0. Hence, ϕ(u) 6= 0 and
fϕ(Y,Z) is absolutely irreducible. Therefore, N is the algebraic closure of M in
F and fϕ(y′, Z) is irreducible over N(y′). Thus, [F : N(y′)] = degZ f

ϕ(y′, Z) =
degZ f(y, Z) = [K(C) : L(y)]. �

Definition 3.13. Let (C/A,θH) and (D/B,χH) be two cover-sentence pairs, in
which A ⊆ An+1 and B ⊆ An, C/A and D/B are complete Galois ring/set covers
over K with rings of integers O[C/A] and O[D/B], respectively, and θH and χH are
quantifier-free sentences in the languages Lrad(O[C/A,H]) and Lrad(O[D/B,H]),
respectively. We say that the quadruple

(C/A,θH;D/B,χH)

is compatible if the following three conditions are satisfied:

(2a) π(A) = B;

(2b) the cover-sentence pair (D/B,χH) is compatible; and

(2c) for every M ∈ FH(O) and each b ∈ B(OM ) we have
(D/B,M,b) |= χH iff there exists a ∈ A(OM ) such that π(a) = b and
(C/A,M,a) |= θH.

Notation 3.14. Let F/E be a Galois extension and let L′ be a subfield of F which
satisfies that L′/L′ ∩ E is a Galois extension. For a collection D of subgroups of
Gal(F/E) we denote the collection of all groups obtained by restricting elements
of D to L′ by resL′D.

Lemma 3.15. Let (C/A,θH) and B be as in the notations of Notation 3.11. Then,
there exists a finite seperable extension P of K(B) such that, for any finite Galois
extension Q of K(B) which contains P , for every complete Galois ring/set cover
D0/B0 over K in which B0 = BrV (h0) (h0 ∈ O[X]) is a nonempty K-open
subset of B and K(D0) = Q, and for each O[B̄]-integral primitive element w for
the ring/set cover D0/B0 with a corresponding ring of integers O[D0/B0], there
exist

(3a) a quantifier-free sentence χH in the language Lrad(O[D0/B0,H]), and

(3b) a multiple h of h0 in O[X] such that h(x) 6= 0,

and for B′ = BrV (h), A′ = ArV (h), C ′ = C[h(x)−1] and D = D0[h(x)−1], the
quadruple (C ′/A′,θH;D/B′,χH) of two cover-sentence pairs is compatible.

Moreover, in the explicit case, when A, B, C, H and θH are presented, P can
be effectively computed, and if also Q and w are presented, then χH and h can be
also computed effectively.
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Proof. For each conjugacy class C in Conj(C/A,H), let ϕC(X, Y, Z) be the quantifier-
free formula in the language Lrad(O) which satisfies that θL′ = ϕC(x, y, zL′) and let
pC ∈ O[X, Y, Z] be a polynomial such that pC(x, y, Z) is a multiple of irr(zL′ ,K(x, y))
by an invertible element of K[A], for each L′ ∈ Fix(C). Let ψC(X) be the formula

∃Y ∃Z[ g2(X, Y ) 6= 0 ∧ pC(X, Y, Z) = 0 ∧ ϕC(X, Y, Z)] .

Let L be field as in Notation 3.11. For each conjugacy class DL in Conj(L/K(B))
we denote

ConjDL(C/A,H) = {C ∈ Conj(C/A,H)| resLC = DL}
and

ψDL(X) :=
∨

C∈ConjDL
(C/A,H)

ψC(X) .

If ConjDL(C/A,H) = ∅, we let ψDL = ψDL(X) be some false sentence in the
language Lrad(O). Then, Proposition 2.26 gives a finite Galois extension PDL of
K(x) and a polynomial hψDL , which does not vanish on B̄, such that the pair

(ψDL , B̄) is solvable by the pair (PDL , hψDL ). This proposition allows us to eliminate
the quantifiers ∃Y ∃Z and to replace them by an “algebraic” quantifier ∃W in the
following way.

Let P be the compositum of L with all the PDL ’s and let hψ be a common
multiple of all the hψDL ’s in O[X], for DL ∈ Conj(L/K(B)). Now, let Q be a

finite Galois extension of K(B) which contains P and let D0/B0 be a complete
Galois ring/set cover such that B0 = BrV (h0), where h0 ∈ O[X] is a polynomial
which does not vanish on B̄, and K(D0) = Q. Let w be an O[x]-integral primitive
element for the ring/set cover D0/B0 and let O[D0/B0] be the corresponding ring
of integers. For each conjugacy class D in Conj(D0/B0,H), let qD ∈ O[X,W ] be
a polynomial which satisfies that qD(x,W ) is a multiple of irr(wL′ ,K(x)) by an
invertible element of K[B0], for each L′ ∈ Fix(D). By assumption, D0/B0 is a
complete Galois ring/set cover over K; in particular, the discriminant of wL′ over
K(B0) is invertible in K[B0].

For each D ∈ Conj(D0/B0,H), Proposition 2.26 gives a quantifier-free formula
ψD(X,W ) in the language Lrad(O) such that, if h ∈ O[X] is a common multiple of
h0 and hψ, then, for B′ = BrV (h) and D = D0[h(x)−1], the pair (qD, ψD) is a
solution for the triple (ψDL , D/B

′,D), where DL = resLD. For each L′ ∈ Fix(D)
we denote the quantifier-free sentence ψD(x, wL′) in the language Lrad(O[D0 ∩L′])
by χL′ . Then χH = (χL′ |L′ ∈ Field(D0/B0,H)) is a quantifier-free sentence in
the language Lrad(O[D0/B0,H]). Let hχH ∈ O[X] be a content polynomial of χH,
let hD0

∈ O[X] be the polynomial that Lemma 3.12 gives, and let h ∈ O[X] be
a common multiple of h0, hψ, hχH and hD0 . We denote B′ = BrV (h), D =

D0[h(x)−1], A′ = ArV (h) and C ′ = C[h(x)−1]. Then, in particular, hχH(x)
(hence also cχH) is invertible in K[B′] and the pair (C ′/A′, D/B′) is specialization
compatible. Also, for every M ∈ FH(O) and each b ∈ B′(OM ), we have, for
D = Ar(D/B′,M,b), that

(4) OM |= ψDL(b)⇔ OM |= ∃W [ qD(b,W ) = 0 ∧ ψD(b,W )]

⇔ (D/B′,M,b) |= χH

and OM |= ∃W [ qD(b,W ) = 0 ∧ ψD(b,W )] ⇔ OM |= ∀W [ qD(b,W ) = 0 →
ψD(b,W )] . In particular, the pair (D/B′,χH) is compatible. It remains to check
that (2c) is satisfied for the pairs (C ′/A′,θH) and (D/B′,χH).
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Let M ∈ FH(O) and b ∈ B′(OM ).
Suppose first that there is a ∈ A′(OM ) such that

π(a) = b and (C ′/A′,M,a) |= θH .

That is, for C = Ar(A′,M,a), we have OM |= ∃Z[ pC(a, Z) = 0 ∧ ϕC(a, Z)] . In
particular,

(5) OM |= ψC(b) .

Let ϕ be a K-homomorphism of C ′ into M̃ such that ϕ(x, y) = a. By Remark
1.21 c), resL(y)(DM (ϕ)) = DM (resL(y)ϕ). Also, for S = D ∩ L, S · K[A′]/K[A′]
is a Galois ring cover and L(y) is the quotient field of S · K[A′]. Since M [ϕ(S ·
K[A′])] = M [ϕ(S)], it follows, by comparing degrees, that resL(DM (resL(y)ϕ)) =
DM (resLϕ). Thus, resL(DM (ϕ)) = DM (resLϕ). Since ϕ(x) = b, this implies that
resLC ⊆ Ar(S/B′,M,b). Since the left hand side of the inclusion is a conjugacy
domain (i.e. closed under a conjugation by elements of Gal(L/K(B′))) and the
right hand side is a conjugacy class of subgroups of Gal(L/K(B′)), they are equal.
It follows that resLC = resLD, where D = Ar(B′,M,b). If G ∈ D, then G ∈
Im(Gal(M)) = H. Hence D ∈ Conj(D/B′,H). We denote DL = resLD. Then,
since C ∈ ConjDL(C ′/A′,H), it follows from (5) that OM |= ψDL(b) and, therefore,
by (4), that (D/B′,M,b) |= χH.

Now, suppose that (D/B′,M,b) |= χH. That is, OM |= ∃W [ qD(b,W ) =
0 ∧ ψD(b,W )], for D = Ar(B′,M,b). In particular, it follows from (4) that there
exists C ∈ Conj(C ′/A′,H) such that resLC = resLD and OM |= ψC(b).

The existence of a ∈ A′(OM ) such that π(a) = b and (C ′/A′,M,a) |= θH hold
falls into two parts.

Part A: Specialization of (x, y) to a point of transcendence degree 1 over M .
Without loss assume that K(D) = L. Take a transcendental element y′ over M and
extend the specialization x→ b to a K-homomorphism ϕ of C ′ into the algebraic
closure of M(y′) such that ϕ(y) = y′. Recall that K[A′] = K[x, y, (h(x)g2(x, y))−1].
Since π(A′) = B′, we have h(b)g2(b, y′) 6= 0. Let z′ = ϕ(z), N = M · ϕ(D),
R = M [y′, g2(b, y′)−1] = M [ϕ(K[A′])], E = M(y′) and F = E(z′). Then, R[z′]/R
is a Galois ring cover over M with F/E the corresponding field cover. By the
specialization compatibility assumption on (C ′/A′, D/B′), [F : N(y′)] = [K(C) :
L(y)]. Conclude from this that, in the following commutative diagram,

1 −→ Gal(K(C ′)/L(y)) −→ Gal(C ′/A′)
res−→ Gal(D/B′) −→ 1xϕ∗ xϕ∗ xϕ∗

1 −→ Gal(F/N(y′)) −→ Gal(F/E)
res−→ Gal(N/M) −→ 1

the left vertical arrow is an isomorphism.
Part B: Application of the Frobenius property. The conjugacy class D =

Ar(B′,M,b) is generated by ϕ∗(Gal(N/M)). Since L = K(D) and ϕ∗(Gal(N/M)) ∈
D, it follows that there exists H ∈ C such that resK(D)H = ϕ∗(Gal(N/M)).
Note that H ∈ H (because C ∈ Conj(C ′/A′,H)); hence H ∈ Im(Gal(M)). The
commutativity of the diagram in Part A shows that resK(D)(ϕ

∗(Gal(F/E)) =
ϕ∗(Gal(N/M)). Since the left vertical arrow is surjective, H ≤ ϕ∗(Gal(F/E)).
Hence, there exists a subgroup H ′ of Gal(F/E) such that ϕ∗(H ′) = H. As
all the maps denoted by ϕ∗ are injective, conclude that H ′ ∈ Im(Gal(M)) and
resNH

′ = Gal(N/M). Also, by (1c), N is the algebraic closure of M in F .
Let L′ ∈ Fix(C) be the fixed field of H in K(C), and let cθL′ be the content of

θL′ in K[A′]. Since OM |= ψC(b), it follows that there exist elements ȳ, z̄ ∈ OM
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which satisfy g2(b, ȳ) 6= 0, pC(b, ȳ, z̄) = 0 and ϕC(b, ȳ, z̄). Hence, there exists an

M -homomorphism, τ : R[z′]→ K̃, such that τ(y′) ∈ OM , τ(zL′) ∈ OM and OM |=
τ(ϕ(θL′)). Also, since hθH(x, y) is invertible in K[A] (this is one of the assumptions
in Notation 3.11), it follows that τ(ϕ(hθH(x, y))) 6= 0. Hence, τ(ϕ(cθL′ )) 6= 0;
therefore, the content, cϕ(θL′ )

= ϕ(cθL′ ), of ϕ(θL′) in R satisfies τ(cϕ(θL′ )
) 6= 0.

As M is a perfect algebraic extension of K which is Frobenius over OM , Propo-
sition 3.2 produces an M -epimorphism ψ of R[z′] onto a Galois extension F ′ of M
that contains N such that ψ(y′) = c ∈ OM , ψ(zL′) ∈ OM , OM |= ψ(ϕ(θL′)) and
DM (ψ) = ψ∗(Gal(F ′/M)) = H ′. From the definitions, ϕ∗(DM (ψ)) ≤ DM (ψ ◦ ϕ).
But, since both DM (ψ ◦ ϕ) and DM (ϕ) are isomorphic to Gal(F ′/M),

H = ϕ∗(DM (ψ)) = DM (ψ ◦ ϕ) .

The point a = (b, c) = ψ ◦ ϕ(x, y) belongs to A′(OM ) and π(a) = b. Hence,
C = Ar(A′,M,a). Also, since OM |= ψ◦ϕ(θL′), OM |= ∃Z[ pC(a, Z) = 0∧ϕC(a, Z)].
Thus, (C ′/A′,M,a) |= θH.

This concludes the lemma. �

Notation 3.16. Let A ⊆ An+1 and B ⊆ An be two K-normal basic sets such that
π(A) = B and K(A) is an algebraic extension of K(B). Let (x, y) be a generic
point for A, where x is a generic point for B, and let B̄ be the K-variety generated
by x. We assume that K[B] = K[x, g1(x)−1] and K[A] = K[x, y, g2(x, y)−1], where
g1 ∈ O[X1, . . . , Xn] and g2 ∈ O[X1, . . . , Xn, Y ].

Let C/A be a complete Galois ring/set cover over K with an O[Ā]-integral prim-
itive element z and with a corresponding ring of integers O[C/A], and let θH be
a quantifier-free sentence in the language Lrad(O[C/A,H]), where H is a family
of finite groups. Let E (resp., F ) be the maximal separable extension of K(B)
in K(A) (resp., K(C)). Both extensions K(A)/E and K(C)/F are purely insep-
arable. Hence K(A) and F are linearly disjoint over E and K(A) · F = K(C)
(because K(C)/K(A) is separable). If char(K) = p 6= 0, let q be a power of p such
that K(A)q ⊆ E and K(C)q ⊆ F . Then, K(C)q/K(A)q is a Galois extension and
E ·K(C)q = F (because F is both separable and purely inseparable over E ·K(C)q).
Therefore, F/E is also a Galois extension and res : Gal(C/A) → Gal(F/E) is an
isomorphism.

Lemma 3.17. Let (C/A,θH) and B be as in the notations of Notation 3.16. Then,
there exists a finite separable extension P of K(B) such that, for any finite Galois
extension Q of K(B) which contains P , for every complete Galois ring/set cover
D0/B0 over K in which B0 = BrV (h0) (h0 ∈ O[X]) is a nonempty K-open
subset of B and K(D0) = Q, and for each O[B̄]-integral primitive element w for
the ring/set cover D0/B0 with corresponding ring of integers O[D0/B0], there exist

(3′a) a quantifier-free sentence χH in the language Lrad(O[D0/B0,H]), and

(3′b) a multiple h of h0 in O[X] such that h(x) 6= 0,

and for B′ = BrV (h), A′ = ArV (h), C ′ = C[h(x)−1] and D = D0[h(x)−1], the
quadruple (C ′/A′,θH;D/B′,χH) of two cover-sentence pairs is compatible.

Moreover, in the explicit case, when A, B, C, H and θH are presented, P can
be effectively computed, and if also Q and w are presented, then χH and h can be
also computed effectively.

Proof. Let Ā be the K-variety generated by (x, y) and suppose that

Ā = {(x′, y′) ∈ An+1 | f1(x′, y′) = 0, . . . , fm(x′, y′) = 0 } ,
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where f1, . . . , fm ∈ O[X, Y ]. For each C ∈ Conj(C/A,H), let ϕC(X, Y, Z) be
the quantifier-free formula in the language Lrad(O) which satisfies that θL′ =
ϕC(x, y, zL′) and let pC ∈ O[X, Y, Z] be a polynomial which satisfies that pC(x, y, Z)
is a multiple of irr(zL′ ,K(x, y)) by an invertible element of K[A], for each L′ ∈
Fix(C). Let ψC(X) be the formula

∃Y ∃Z[

m∧
i=1

fi(X, Y ) = 0 ∧ g2(X, Y ) 6= 0 ∧ pC(X, Y, Z) = 0 ∧ ϕC(X, Y, Z)] .

Then, Proposition 2.26 gives a finite Galois extension PC of K(x) and a polyno-
mial hψC , which does not vanish on B̄, such that the pair (ψC , B̄) is solvable by the
pair (PC , hψC ). Let E and F be as in Notation 3.16.

Let P be the compositum of F with all the PC ’s and let hψ be a common
multiple of all the hψC ’s in O[X], for C ∈ Conj(C/A,H). Now, let Q be a finite
Galois extension of K(B) which contains P and let D0/B0 be a complete Galois
ring/set cover such that B0 = BrV (h0), where h0 ∈ O[X] is a polynomial which
does not vanish on B̄, and K(D0) = Q. Let w be an O[x]-integral primitive
element for the ring/set cover D0/B0 and let O[D0/B0] be the corresponding ring
of integers. For each conjugacy class D in Conj(D0/B0,H), let qD ∈ O[X,W ] be
a polynomial which satisfies that qD(x,W ) is a multiple of irr(wL′ ,K(x)) by an
invertible element of K[B0], for each L′ ∈ Fix(D). By assumption, D0/B0 is a
complete Galois ring/set cover over K; in particular, the discriminant of wL′ over
K(B0) is invertible in K[B0].

For each D ∈ Conj(D0/B0,H), the set resFD contains at most one conjugacy
class of Conj(F/E). If there exists C ∈ Conj(C/A,H) such that resFC ⊆ resFD,
we let ψD(X) be the formula ψC(X). Otherwise, we let ψD = ψD(X) be some false
sentence in the language Lrad(O). Then, Proposition 2.26 gives a quantifier-free
formula ψD(X,W ) in the language Lrad(O) such that if h ∈ O[X] is a common
multiple of h0 and hψ, then, for B′ = BrV (h) and D = D0[h(x)−1], the pair

(qD, ψD) is a solution for the triple (ψD, D/B
′,D). For each L′ ∈ Fix(D), we

denote the quantifier-free sentence ψD(x, wL′) in the language Lrad(O[D0 ∩L′]) by
χL′ . Then, χH = (χL′ |L′ ∈ Field(D0/B0,H)) is a quantifier-free sentence in the
language Lrad(O[D0/B0,H]).

Let hχH ∈ O[X] be a content polynomial of χH, let hB ∈ O[X] be a polyno-

mial which does not vanish on B̄ and satisfies that K[A][hB(x)−1] is integral over
K[B][hB(x)−1], and let h ∈ O[X] be a common multiple of h0, hψ, hχH and hB .

we denote B′ = BrV (h), D = D0[h(x)−1], A′ = ArV (h) and C ′ = C[h(x)−1].
Then, in particular, hχH(x) (hence also cχH) is invertible in K[B′] and K[A′] is
integral over K[B′]. Also, for every M ∈ FH(O) and each b ∈ B′(OM ), we have,
for D = Ar(D/B′,M,b), that

(4′) OM |= ψD(b)⇔ OM |= ∃W [ qD(b,W ) = 0 ∧ ψD(b,W )]

⇔ (D/B′,M,b) |= χH

and OM |= ∃W [ qD(b,W ) = 0 ∧ ψD(b,W )] ⇔ OM |= ∀W [ qD(b,W ) = 0 →
ψD(b,W )] . In particular, the pair (D/B′,χH) is compatible. It remains to check
that (2c) is satisfied for the pairs (C ′/A′,θH) and (D/B′,χH).

Let M ∈ FH(O) and b ∈ B′(OM ). We denote the integral closure of K[B′] in
E (resp., F ) by R (resp., S). Then R ⊆ K[A′] and S ⊆ C ′ ∩D.
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Suppose first that there is a ∈ A′(OM ) such that

π(a) = b and (C ′/A′,M,a) |= θH .

That is, for C = Ar(A′,M,a), we have OM |= ∃Z[ pC(a, Z) = 0 ∧ ϕC(a, Z)] . In
particular,

(5′) OM |= ψC(b) .

Let ϕ be a K-homomorphism of C ′ into M̃ such that ϕ(x, y) = a. Since the restric-
tion resF : Gal(C ′/A′) → Gal(F/E) is an isomorphism, we have resF (DM (ϕ)) =
DM (resSϕ), and, since ϕ(x) = b, this implies that resFC ⊆ Ar(S/B′,M,b). It fol-
lows that resFC ⊆ resFD, where D = Ar(B′,M,b); hence, by (5′), OM |= ψD(b).
If G ∈ D, then G ∈ Im(Gal(M)) = H. Therefore, D ∈ Conj(D/B′,H). Then, it
follows from (4′) that (D/B′,M,b) |= χH.

Now, suppose that (D/B′,M,b) |= χH. That is OM |= ∃W [ qD(b,W ) = 0 ∧
ψD(b,W )] for D = Ar(B′,M,b). Hence, by (4′), OM |= ψD(b). It follows that
ψD is not a contradiction; therefore, there exists C ∈ Conj(C ′/A′,H) such that
resFC ⊆ resFD and OM |= ψC(b). Thus, there exists c ∈ OM such that

OM |= ∃Z[

m∧
i=1

fi(b, c) = 0 ∧ g2(b, c) 6= 0 ∧ pC(b, c, Z) = 0 ∧ ϕC(b, c, Z)] .

That is, a = (b, c) ∈ A′(OM ) satisfies that π(a) = b and

OM |= ∃Z[ pC(a, Z) = 0 ∧ ϕC(a, Z)] .

For eachK-homomorphism ψ of C ′ into K̃ which extends the specialization (x, y) 7→
a, we can extend resSψ to a K-homomorphism ϕ of D into K̃. Hence we have that
resFAr(A′,M,a) ⊆ resFAr(B′,M,b) = resFD. Since C is the unique conjugacy
class of Gal(C ′/A′) that satisfies resFC ⊆ resFD, it follows that C = Ar(A′,M,a).
Thus, (C ′/A′,M,a) |= θH. �

Lemma 3.18. Let n ≥ 0 and let {(Ct/At,θt,H)| t ∈ T} be a finite collection of
compatible cover-sentence pairs, where At ⊆ An+1, Ct/At is a complete Galois
ring/set cover over K with a ring of integers O[Ct/At], H is a family of finite
groups, and θt,H is a quantifier-free sentence in the language Lrad(O[Ct/At,H]),
t ∈ T . Let B ⊆ An be a K-normal basic set with B ⊆ π(At) for each t ∈ T . Then
there exist

(6a) a nonempty K-open subset B′ of B,

(6b) complete Galois ring/set covers D/B′ and C ′ti/A
′
ti over K with rings of

integers O[D/B′] and O[C ′ti/A
′
ti], respectively, and

(6c) quantifier-free sentences χti,H, θti,H in the languages Lrad(O[D/B′,H])
and Lrad(O[C ′ti/A

′
ti,H]), respectively,

for i in a finite set I(t), with the following properties:

(7a) the pair (C ′ti/A
′
ti,θti,H) is induced (Definition 3.9) from (Ct/At,θt,H);

(7b) π−1(B′) ∩At =
⋃
·

i∈I(t)

A′ti and π(A′ti) = B′; and

(7c) the quadruple (C ′ti/A
′
ti,θti,H; D/B′,χti,H) is compatible.

Moreover, in the explicit case, if (Ct/At,θt,H) and B are presented, then I(t),
χti,H, θti,H, C ′ti/A

′
ti, i ∈ I(t), t ∈ T , and D/B′ can be effectively computed.

albanian-j-math.com/archives/2019-01.pdf

http://albanian-j-math.com/archives/2019-01.pdf


Primitive Recursive Decidability for Large Rings 52

Proof. We apply [FrJ08, p. 427, Prop. 19.7.3] to find a stratification of At∩π−1(B)

into a disjoint union
⋃
·

i∈J(t)

Ati of K-normal basic sets, where J(t) is a finite set. In

particular, π(Ati) ⊆ B, for i ∈ J(t).
Let I(t) = {j ∈ J(t)| dim(π(Atj)) = dim(B)} and let I ′(t) = J(t)r I(t). Then

B1 =
⋃

j∈I(t)

(Brπ(Atj)) ∪
⋃

j∈I′(t)

π(Atj)

is of dimension smaller than B. We find a polynomial f ∈ O[X1, . . . , Xn] that
vanishes on B1 but not on B. Then, for a multiple h of f in O[X] which does
not vanish on B, we have that π(Ati)rV (h) = BrV (h) for each i ∈ I(t) and

π−1(BrV (h)) ∩At =
⋃
·

i∈I(t)

AtirV (h).

For each t ∈ T and i ∈ I(t), let (Cti/Ati,θti,H) be the cover-sentence which
is induced from the pair (Ct/At,θt,H) and let Pti be the finite separable exten-
sion of K(B) that Lemmas 3.15 and 3.17 give (effectively, in the explicit case, if
(Cti/Ati,θti,H) and B are presented). We find a finite Galois extension Q of K(B)
which contains all the Pti’s, i ∈ I(t), t ∈ T , and then we find an integral domain D0

and a multiple h0 of f in O[X] which does not vanish on B such that K(D0) = Q
and, with B0 = BrV (h0), D0/B0 is a complete Galois ring/set cover over K.
Also, we choose for D0/B0 a ring of integers O[D0/B0].

Now, with a generic point x of B, we find, by Lemmas 3.15 and 3.17, effectively
in the explicit case when all is presented,

a) a quantifier-free sentence χti,H in the language Lrad(O[D0/B0,H]), i ∈ I(t),
t ∈ T , and

b) a multiple h of h0 in O[X] with h(x) 6= 0,

such that, for B′ = BrV (h), A′ti = AtirV (h), C ′ti = Cti[h(x)−1], i ∈ I(t), t ∈ T ,
and D = D0[h(x)−1], we have that the quadruple

(C ′ti/A
′
ti,θti,H; D/B′,χti,H)

is compatible, for each i ∈ I(t), t ∈ T . �

Remark 3.19. Note that the extension P of K(B) in Lemmas 3.15 and 3.17 depends
on θH (because the extension P of K(y) in Proposition 2.26 depends on ψ(Y)).
Hence, the cover D/B′ in Lemma 3.18 depends on the system of sentences (θt,H | t ∈
T ).

3.4. Elimination of One Variable.

Definition 3.20. Let n ≥ 0 and let A be a K-constructible set in An.

a) A complete normal stratification

A = 〈A,Ci/Ai| i ∈ I〉

of A over K is a partition A =
⋃
·
i∈I

Ai of A as a finite union of disjoint K-

normal basic sets Ai, each equipped with a complete Galois ring/set cover
Ci/Ai with ring of integers O[Ci/Ai].

b) Let H be a family of finite groups. If θi,H is a quantifier-free sentence in the
language Lrad(O[Ci/Ai,H]) such that the pair (Ci/Ai,θi,H) is compatible,
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i ∈ I, then A may be augmented to a radical Galois stratification (with
respect to H) over O:

A(O,H) = 〈A,Ci/Ai,θi,H| i ∈ I〉 .

Then, A is said to be the underlying normal stratification of A(O,H).
We denote the system of sentences (θi,H| i ∈ I) ofA(O,H) by Sen(A(O,H)).

c) For M ∈ FH(O) and a ∈ A(OM ), we write (A,M,a) |= Sen(A(O,H)) if
(Ci/Ai,M,a) |= θi,H for the unique i ∈ I such that a ∈ Ai.

d) Suppose that A′ = 〈A,C ′j/A′j | j ∈ J〉 is another complete normal stratifi-
cation of A. We call A′ a refinement of A if for each j ∈ J there exists
a unique i ∈ I such that A′j ⊆ Ai. If A′(O,H) = 〈A,C ′j/A′j ,θ

′
j,H| j ∈ J〉 is

an augmentation of A′ to a radical Galois stratification, then A′(O,H) is
said to be a refinement of A(O,H) if in addition the pair (C ′j/A

′
j ,θ
′
j,H) is

induced (Definition 3.9) from the pair (Ci/Ai,θi,H) whenever A′j ⊆ Ai. In
this case it is clear that if M ∈ FH(O) and a ∈ A(OM ), then (A,M,a) |=
Sen(A(O,H)) if and only if (A′,M,a) |= Sen(A′(O,H)).

The next two lemmas are based on Lemma 3.18. They allow us to eliminate, re-
spectively, one existential or universal quantifier from a given radical Galois formula
(Subsection 3.5).

Lemma 3.21. (The existential elimination lemma.) Let n ≥ 0 and let A(O,H) =
〈An+1, Ci/Ai,θi,H| i ∈ I〉 be a radical Galois stratification of An+1 over O with re-
spect to a family H of finite groups. Then, there exists a radical Galois stratification
B(O,H) = 〈An, Dj/Bj ,χj,H| j ∈ J〉 of An such that, for every M ∈ FH(O) and
each b ∈ An(OM ), we have (B,M,b) |= Sen(B(O,H)) if and only if there exists
a ∈ An+1(OM ) such that π(a) = b and (A,M,a) |= Sen(A(O,H)).

Moreover, in the explicit case, if H is primitive recursive and A(O,H) is pre-
sented, then B(O,H) can be effectively computed.

Proof. The union of the constructible sets π(Ai) is equal to An. We apply Lemma
1.19 to stratify An into a union of disjoint K-normal basic sets Us, s ∈ S, such
that, for each i ∈ I and s ∈ S, either Us ⊆ π(Ai) or Us ∩ π(Ai) is empty.

Lemma 3.18 and the stratification lemma (Lemma 1.19), again, allow us to
stratify, effectively in the explicit case when A(O,H) is presented, each Us sepa-
rately and then combine the separate stratifications into basic normal stratifications

An =
⋃
·
j∈J

Bj and An+1 =
⋃
·
j∈J

⋃
·

k∈K(j)

Ajk with the following properties:

(1a) each Ajk is contained in a unique Ai and has a complete Galois ring/set
cover Cjk/Ajk over K with ring of integers O[Cjk/Ajk] and a quantifier-
free sentence θjk,H in the language Lrad(O[Cjk/Ajk,H]) such that the pair
(Cjk/Ajk,θjk,H) is induced from the pair (Ci/Ai,θi,H);

(1b) π(Ajk) = Bj for each j ∈ J , k ∈ K(j) and π−1(Bj) =
⋃
·

k∈K(j)

Ajk;

(1c) each Bj is equipped with a complete Galois ring set cover Dj/Bj over K
with ring of integers O[Dj/Bj ] and with quantifier-free sentences χjk,H in
the language Lrad(O[Dj/Bj ,H]) for each k ∈ K(j), j ∈ J ;

(1d) The quadruple (Cjk/Ajk,θjk,H; Dj/Bj ,χjk,H) is compatible for each k ∈
K(j), j ∈ J .
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The stratification A′(O,H) = 〈An+1, Cjk/Ajk,θjk,H| j ∈ J, k ∈ K(j)〉 refines

A(O,H). For each j ∈ J we define χj,H to be
∨

k∈K(j)

χjk,H. Since for each k ∈ K(j)

the pair (Dj/Bj ,χjk,H) is compatible, the pair (Dj/Bj ,χj,H) is also compatible,
j ∈ J . Then, B(O,H) = 〈An, Dj/Bj ,χj,H| j ∈ J〉 is a radical Galois stratification
of An and it follows from (1d) that, for every M ∈ FH(O) and each b ∈ An(OM ),
(B,M,b) |= Sen(B(O,H)) if and only if there exists a ∈ An+1(OM ) such that
π(a) = b and (A′,M,a) |= Sen(A′(O,H)) (hence (A,M,a) |= Sen(A(O,H))). �

Lemma 3.22. (The universal elimination lemma.) Let n ≥ 0 and let

A(O,H) = 〈An+1, Ci/Ai,θi,H| i ∈ I〉

be a radical Galois stratification of An+1 over O with respect to a family H of finite
groups. Then, there exists a radical Galois stratification

B(O,H) = 〈An, Dj/Bj ,χj,H| j ∈ J〉

of An such that, for every M ∈ FH(O) and each b ∈ An(OM ), we have (B,M,b) |=
Sen(B(O,H)) if and only if (A,M,a) |= Sen(A(O,H)) for all a ∈ An+1(OM ) such
that π(a) = b.

Moreover, in the explicit case, if H is primitive recursive and A(O,H) is pre-
sented, then B(O,H) can be effectively computed.

Proof. Let Ac(O,H) = 〈An+1, Ci/Ai,¬θi,H| i ∈ I〉 be the complementary radi-
cal Galois stratification to A(O,H) of An+1. Note that, since (Ci/Ai,θi,H) is
compatible, it follows from Remark 3.6 that also the pair (Ci/Ai,¬θi,H) is compat-
ible and we have, for every M ∈ FH(O) and each a ∈ Ai(OM ), that

(Ci/Ai,M,a) |= ¬θi,H ⇔ (Ci/Ai,M,a) 6|= θi,H .

We apply Lemma 3.21 to find a radical Galois stratification

Bc(O,H) = 〈An, Dj/Bj ,¬χj,H| j ∈ J〉

of An over O such that, for every M ∈ FH(O) and each b ∈ An(OM ), (Bc,M,b) |=
Sen(Bc(O,H)) if and only if there exists a ∈ An+1(OM ) such that π(a) = b and
(Ac,M,a) |= Sen(Ac(O,H)). The complementary radical Galois stratification to
Bc(O,H) of An satisfies the conclusion of the lemma. �

Remark 3.23. Note that, by Remark 3.19, the underlying normal stratification B
of B(O,H) depends on the system of sentences Sen(A(O,H)). When O = K, we
can construct B such that it does not depend on Sen(A(O,H)) (see [FrJ08, pp.
715–719, Lemmas 30.2.6, 30.4.1 and 30.4.2]).

3.5. The Complete Elimination Procedure.

Definition 3.24. Let m,n ≥ 0 be integers, let Q1, . . . , Qm be quantifiers, and let

A(O,H) = 〈Am+n, Ci/Ai,θi,H| i ∈ I〉

be a radical Galois stratification of Am+n over O with respect to a family H of
finite groups. Then, the expression

(1) (Q1X1) . . . (QmXm)[(A, (X,Y)) |= Sen(A(O,H))] ,
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with X = (X1, . . . , Xm) and Y = (Y1, . . . , Yn), is said to be a radical Galois
formula (with respect to A(O,H)) in the free variables Y. We denote it by θ =
θ(Y). For M ∈ FH(O) and b1, . . . , bn ∈ OM , we write OM |= θ(b) if Qmam ∈
OM , . . . , Q1a1 ∈ OM such that (A,M, (a,b)) |= Sen(A(O,H)). Here we read
“Qiai ∈ OM” as “there exists ai in OM” if Qi is ∃, and as “for each ai in OM” if
Qi is ∀. In the case that n = 0, θ has no free variables and it is called a radical
Galois sentence.

Remark 3.25. Each formula in the language Lrad(O) is equivalent to a radical Galois
formula over O with respect to every family H of finite groups which contains the
trivial group. Indeed, let ψ(Y1, . . . , Yn) be a formula in the language Lrad(O).
Then, by Remark 2.5 a), ψ(Y) is equivalent to a formula in the language L(O):
That is, there exists a formula ϕ(Y) in the language L(O) which satisfies that, for
every algebraic extension M of K and for each b1, . . . , bn ∈ OM , we have OM |=
ϕ(b) if and only if OM |= ψ(b). Now, ϕ(Y) can be written (effectively, in the
explicit case) in prenex normal form

(Q1X1) . . . (QmXm)[

k∨
i=1

l∧
j=1

fij(X,Y) = 0 ∧ gij(X,Y) 6= 0] ,

with fij , gij ∈ O[X,Y]. The formula in the brackets defines a K-constructible set

A ⊆ Am+n. We construct a K-normal basic stratification Am+n =
⋃
·
i∈I

Ai such that,

for each i ∈ I, either Ai ⊆ A or Ai ⊆ Am+nrA. In the first case, let Ci = K[Ai]
and let θi be some true quantifier-free sentence in the language Lrad(O), for example
rad1,1(1, 1, 0, 0) (which is equivalent to 0 = 0). In the second case, let Ci = K[Ai]
and let θi be some false quantifier-free sentence in the language Lrad(O), for example
rad1,1(1, 1, 0, 1) (which is equivalent to 1 = 0). The pair (Ci/Ai, θi) is, of course,
compatible. LetH be a family of finite groups which contains the trivial group. The
corresponding radical Galois stratification A(O,H) defines θ as in (1). Obviously,
if M ∈ FH(O) and b ∈ OnM , then OM |= θ(b) if and only if OM |= ϕ(b) (hence, if
and only if OM |= ψ(b)). Thus, each formula in Lrad(O) is equivalent to a radical
Galois formula over O with respect to H.

Application of Lemmas 3.21 and 3.22 to θ(Y) gives elimination of quantifiers.

Proposition 3.26. Let H be a family of finite groups and let θ(Y1, . . . , Yn) be a
radical Galois formula,

(Q1X1) . . . (QmXm)[(A, (X,Y)) |= Sen(A(O,H))] ,

with respect to a radical Galois stratification A(O,H) of Am+n over O. Then,
there exists a radical Galois stratification B(O,H) of An over O such that, for
every M ∈ FH(O) and each b ∈ An(OM ), we have

(2) OM |= θ(b)⇔ (B,M,b) |= Sen(B(O,H)) .

In the explicit case, if θ(Y) is presented and H is primitive recursive, then
B(O,H) can be effectively computed.

Proof. Lemmas 3.21 and 3.22 give a radical Galois stratification Am−1(O,H) of
Am−1+n (depending onQm) s.t., for everyM ∈ FH(O) and each (a1, . . . , am−1,b) ∈
Am−1+n(OM ), we have

(Am−1,M, (a1, . . . , am−1,b)) |= Sen(Am−1(O,H))
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if and only if Qmam ∈ OM such that (A,M, (a,b)) |= Sen(A(O,H)).
This eliminates Qm from θ. We continue to eliminate Qm−1, . . . , Q1, in order,

by constructing the corresponding radical Galois stratifications Am−2(O,H), . . . ,
A0(O,H). Then, B(O,H) = A0(O,H) is the desired radical Galois stratification.

�

Remark 3.27. In the case of the usual Galois stratification (when O = K), the
normal stratification B under B(O,H) does not depend on H. This fact gives a
decision procedure for the family of all perfect Frobenius fields which contain K
[FrJ08, p. 722, Thm. 30.6.1]. In the general case this is not so (see Remark 3.23).

The case n = 0 is of particular interest: θ is a radical Galois sentence; the normal
stratification B of A0 is trivial; and Sen(B(O,H)) contains only one quantifier-free
sentence χH in the language Lrad(O[L/K,H]) with L a finite Galois extension of
K. The condition (B,M,b) |= Sen(B(O,H)) simplifies to Gal(L/L ∩ M) ∈ H
and OM |= χL∩M . Note that χL∩M is a quantifier-free sentence in the language

Lrad(OL∩M ); hence, by Proposition 2.11, OM |= χL∩M if and only if Õ |= χL∩M .
We denote

Conθ(H) = {Gal(L/K ′) ∈ H |K ′ is a subextension of L/K s.t. Õ |= χK′ } .

Then, Conθ(H) is a conjugacy domain of subgroups of Gal(L/K) which belong to
H (since if K ′1 and K ′2 are two subextensions of L/K which are conjugate by an
element of Gal(L/K), then there exists σ ∈ Gal(L/K) which satisfies K ′2 = σK ′1
and χK′2 = σχK′1). Moreover, when O is an effective computability domain, if H is
primitive recursive and θ is presented, then we can find it effectively (because, by

Proposition 2.8, the relation radk,l on Õ is primitive recursive).

Theorem 3.28. Let H be a family of finite groups and let θ be a radical Galois
sentence,

(Q1X1) . . . (QmXm)[(A,X) |= Sen(A(O,H))] ,

with respect to a radical Galois stratification A(O,H) of Am over O. Then, there
exists a finite Galois extension L of K and there exists a conjugacy domain Conθ(H)
of Gal(L/K) which contains groups that belong to H such that, for every M ∈
FH(O), we have

(3) OM |= θ ⇔ Gal(L/L ∩M) ∈ Conθ(H) .

Moreover, when O is an effective computability domain, if H is primitive recur-
sive and θ is presented, then we can effectively construct L and Conθ(H).

The following corollary follows from Theorem 3.28 and Remark 3.25.

Corollary 3.29. Let H be a family of finite groups which contains the trivial group
and let θ be a sentence in the language L(O). Then, there exists a finite Galois
extension L of K and there exists a conjugacy domain Con of Gal(L/K) which
contains groups that belong to H such that, for every perfect algebraic extension M
of K which is Frobenius over OM and Im(Gal(M)) = H, we have

OM |= θ ⇔ Gal(L/L ∩M) ∈ Con .

Moreover, when O is an effective computability domain, if H is primitive recur-
sive and θ is presented, then we can effectively construct L and Con.
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3.6. Decidability of Large Rings of Algebraic Integers. When H consists
only of the trivial group, Im(Gal(K̃)) = H. In this case Proposition 3.26 is equiv-
alent to the main theorem of v.d. Dries [Dri88]:

Theorem 3.30. For each formula ϕ(Y1, . . . , Yn) in the language Lrad(O), we can
construct an equivalence

Õ |= ϕ(Y)↔ ϕ1(Y) ∨ · · · ∨ ϕd(Y) ,

in which each disjunct ϕi(Y) is of the form

∃Z[ pi(Y, Z) = 0 ∧ ψi(Y, Z)]

with pi ∈ O[Y, Z] a polynomial, monic in Z, and ψi(Y, Z) a quantifier-free formula
in the language Lrad(O).

Moreover, in the explicit case, if ϕ(Y) is presented, then we can effectively find
ϕi(Y) (1 ≤ i ≤ d).

Proof. Let H be the family consisting only of the trivial group. We find, by Remark
3.25, a radical Galois formula θ(Y) over O with respect to H such that, for each

b1, . . . , bn ∈ Õ,
(1) Õ |= θ(b)⇔ Õ |= ϕ(b) .

Proposition 3.26 gives, effectively in the explicit case if θ(Y) is presented, a radical

Galois stratification B(O) = B(O,H) of An over O such that, for each b ∈ An(Õ),
(2) Õ |= θ(b)⇔ (B, K̃,b) |= Sen(B(O)) .

Suppose that B(O) = 〈An, Ci/Ai, θi| i ∈ I〉, where θi is a quantifier-free sentence in
the language Lrad(O[Ci]). For each i ∈ I, let yi be a generic point of Ai, let zi be
a primitive element for the Galois ring/set cover Ci/Ai, integral over O[yi], such
that O[Ci] = O[yi, zi], and let χi(Y, Z) be a quantifier-free formula in the language
Lrad(O) such that θi = χi(yi, zi). Let qi be a polynomial in O[Y, Z] which satisfies
that qi(yi, Z) is a multiple of irr(zi,K(yi)) by an invertible element of K[Ai], and
let pi ∈ O[Y, Z] be a polynomial which is monic in Z and satisfies pi(yi, zi) = 0.

Then qi(yi, Z)|pi(yi, Z) in K[Ai][Z]. Also, for each b1, . . . , bn ∈ Õ,
(3) (Ci/Ai, K̃,b) |= θi ⇔ Õ |= ∃Z[ qi(b, Z) = 0 ∧ χi(b, Z)] .

We write, for each i ∈ I, Ai = VirV (gi), where Vi = V (fi1, . . . , fi,ρ(i)) is a K-
variety on which gi does not vanish, and fi1, . . . , fi,ρ(i), gi ∈ O[Y]. We denote
fi(Y) = (fi1(Y), . . . , fi,ρ(i)(Y)) and let ϕi(Y) be the following formula in the lan-
guage Lrad(O):

fi(Y) = 0 ∧ gi(Y) 6= 0 ∧ ∃Z[ qi(Y, Z) = 0 ∧ χi(Y, Z)] .

We denote by ψi(Y, Z) the following quantifier-free formula in the language Lrad(O):

fi(Y) = 0 ∧ gi(Y) 6= 0 ∧ qi(Y, Z) = 0 ∧ χi(Y, Z) .

Then ϕi(Y) is equivalent to ∃Z[ pi(Y, Z) = 0∧ψi(Y, Z)], which is a formula of the
desired form.

Let b ∈ An(Õ) and let i be the unique element in I such that b ∈ Ai(Õ). It
follows from (1), (2), and (3) that

Õ |= ϕ(b)⇔ Õ |= θ(b)⇔ (Ci/Ai, K̃,b) |= θi

⇔ Õ |= ∃Z[ qi(b, Z) = 0 ∧ χi(b, Z)] .
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Hence,

Õ |= ϕ(Y)↔
∨
i∈I

(
fi(Y) = 0 ∧ gi(Y) 6= 0 ∧ ∃Z[ qi(Y, Z) = 0 ∧ χi(Y, Z)]

)
;

thus, Õ |= ϕ(Y)↔
∨
i∈I

ϕi(Y). �

Remark 3.31.

a) The proof of this theorem in [Dri88], for O = Z, uses a compactness argu-
ment from model theory [Dri88, Section 1.5], instead of our stratification
procedure; hence, the elimination procedure in [Dri88] is not primitive re-
cursive, but only recursive. However, the elimination procedure that we
have constructed here is primitive recursive. By the compactness argu-
ment, v.d. Dries achives the following result: Let f1(X,Y), . . . , fk(X,Y) ∈
Z[X,Y], where X = (X1, . . . , Xm) and Y = (Y1, . . . , Yn). For every field L
and each y ∈ Ln, we denote {x ∈ Am | f1(x,y) = 0, . . . , fk(x,y) = 0} by
VL,y. Then, there exist:
(i) quantifier-free L-formulas si(Y), 1 ≤ i ≤ B, such that all fields of

characteristic zero satisfy ∀Y(s1(Y) ∨ · · · ∨ sB(Y));
(ii) for each i ∈ {1, . . . , B}, a tuple (pi, fi1, . . . , fiJ(i)), where pi ∈ Z[X, T ]

is monic and of positive degree in T and each fij is a tuple of elements
of Z[X,Y, T ], such that if L is a field of characteristic zero, y is an

element in Ln satisfying si(y), and t ∈ L̃ is a root of pi(y, T ), then
VL,y = W1 ∪ · · · ∪WJ(i), where each Wj := {x ∈ Am | fij(x,y, t) = 0}
is an absolutely irreducible variety.

b) L. v.d. Dries proved this theorem in [Dri88] for Z̃ and generalized it, to-
gether with A. Macintyre, in [DrM90] for additional integral domains which
satisfy natural (i.e. algebraic) first-order assumptions. They called a ring
satisfying the relevant algebraic conditions a good Rumely domain; this
is by definition a domain R with quotient field E having the following six
properties:

1) E is algebraically closed.
2) R is a Bezout domain.
3) If C ⊆ Am is a smooth absolutely irreducible curve over E, f ∈

E[X1, . . . , Xm], and Cf := {x ∈ C | f(x) 6= 0} has points in Am( 1
aR)

and in Am( 1
bR), where a, b ∈ Rr{0} have gcd(a, b) = 1, then Cf has

a point in Am(R).
4) For all a, b ∈ Rr{0} there are a1, b1 ∈ R such that a = a1 · b1,

gcd(a1, b) = 1, and b ∈ radR(b1R).
5) Every nonzero nonunit (i.e. non-invertible element) in R is a product

of two relatively prime nonunits.
6) R 6= E and R has Jacobson radical zero.

They also showed that condition 3) can be replaced by the local-global
condition:
3′) If V ⊆ Am is absolutely irreducible variety over E, f ∈ E[X1, . . . , Xm],

and Vf := {x ∈ V | f(x) 6= 0} has a point in each Am(Rm) (m ∈
Max(R)), then Vf has a point in Am(R).

They proved that if R is a good Rumely domain, then it satisfies the follow-
ing claim: Let V ⊆ Am be an absolutely irreducible variety over E and let
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f, g1, . . . , gk, h1, . . . , hk, p1, . . . , pt be polynomials in E[X1, . . . , Xm]. Then,
in the notations of Subsection 2.3,

R |= ∃X [X ∈ V ∧ f(X) 6= 0 ∧
k∧
i=1

(gi(X)Rhi(X)) ∧
t∧

j=1

(NU(pj(X)))]

⇔ (∀m ∈ Max(R))Rm |= ∃X [X ∈ V ∧ f(X) 6= 0 ∧
k∧
i=1

(gi(X)Rhi(X))]

∧
t∧

j=1

(
(∃m ∈ Max(R))Rm |= ∃X [X ∈ V ∧ f(X) 6= 0

∧
k∧
i=1

(gi(X)Rhi(X)) ∧NU(pj(X))]
)
.

This is, in fact, the claim we use in Proposition 2.20. But, in order to prove
this claim there, we use the weak approximation theorem for absolutely
irreducible varieties, which is more precise than the local-global principle,
but is not first order. Also, the proof of Proposition 2.20 depends on the
assumption that the Jacobson radical of a nonzero ideal in R and in Rm, for
m ∈ Max(R), equals its nilradical; this property is blatantly not elementary.

Let M be an algebraic extension of K which is PAC over OM . We have
shown, in Theorem 1.12, that if K1 is a finite subextension of M/K and a
is an ideal of OK1 , then there exists a finite subextension L of M/K1 and
there exists c ∈ OL such that aOL = cOL. In particular, OM is a Bezout
domain. We shall show now that also properties 4) and 5) are satisfied for
R = OM :

In order to see 4), let a, b ∈ OK1
r{0}, where K1 is a finite subextension

of M/K. We factor the ideals aOK1 and bOK1 as follows:

aOK1
= me11 · · ·merr · n

f1
1 · · · nfss (ei, fj > 0) ,

bOK1 = mg11 · · ·mgrr · q
h1
1 · · · q

ht
t (gi, hk > 0) ,

where m1, . . . ,mr, n1, . . . , ns, q1, . . . , qt are distinct maximal ideals of OK1
.

By Theorem 1.12, we can take a finite subextension L of M/K1 in which all
these maximal ideals become principal, say miOL = ciOL, njOL = djOL.

Then, aOL = (cd)OL, where c = ce11 · · · cerr and d = df11 · · · dfss . Hence, there
exists an invertible element u in OL such that a = cdu. We denote a1 = d
and b1 = cu. Then, a = a1 · b1, gcd(a1, b) = 1, and b ∈ radOM (b1OM ).

In order to see 5), let x 6= 0 be a nonunit in OK1
, where K1 is a finite

subextension of M/K. We write xOK1
= me11 · · ·m

ek
k , where e1, . . . , ek > 0

and m1, . . . ,mk are distinct maximal ideals of OK1
. Since m1 factors in

a suitable subextension of M/K1 (see the proof of Lemma 1.8), we can
get k > 1 after enlarging K1, and similarly we can achieve that each mi
is principal. From this, a factorization of x into a multiplication of two
relatively prime nonunits is clear.

When θ is a sentence in the language L(O) (or Lrad(O)), Theorem 3.30 gives an
equivalence

Õ |= θ ↔ θ1 ∨ · · · ∨ θd ,
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in which each sentence θi is of the form

∃Z[ pi(Z) = 0 ∧ ψi(Z)]

with pi ∈ O[Z] a monic polynomial and ψi(Z) a quantifier-free formula in the
language Lrad(O). Moreover, in the explicit case and when O is an effective com-
putability domain, if θ is presented, then we can check for each i between 1 and d

and each root zi of pi(Z) whether Õ |= ψi(zi) (Proposition 2.8). Alternatively, we
can arrive to the same conclusion using Theorem 3.28 if we take for H the family
consisting only of the trivial group.

Theorem 3.32. When O is an effective computability domain, the ring Õ is de-
cidable.

Moreover, the theory of Õ is primitive recursive.

We arrive, finally, to the main result in this work. For a positive integer e and
for σ = (σ1, . . . , σe) ∈ Gal(K)e, we denote the fixed field in K̃ of σ1, . . . , σe by

K̃(σ) and the integral closure of O in K̃(σ) by Õ(σ). We denote the theory of all

sentences of L(O) which are true in Õ(σ) for almost all (with respect to the Haar
measure) σ ∈ Gal(K)e by Almost(O, e).

Theorem 3.33. Let e be a positive integer and let θ be a sentence in the language

L(O). Denote the Haar measure of all σ ∈ Gal(K)e such that θ is true in Õ(σ) by
α. Then, α is a rational number.

Moreover, when O is an effective computability domain (e.g. when O = Z and
O = Fp[t]), if θ is presented, then α can be effectively (primitive recursively) com-
puted. The theory Almost(O, e) is primitive recursive.

Proof. Let H be the family of all finite groups H such that rank(H) ≤ e. By
Remark 3.25, θ is equivalent to a radical Galois sentence over O with respect to
H. Theorem 3.28 gives a finite Galois extension L of K and a conjugacy domain
Conθ(H) of Gal(L/K), which contains only groups that belong to H, such that,
for every perfect algebraic extension M of K which is PAC over OM and satisfies
Im(Gal(M)) = H, we have

(4) OM |= θ ⇔ Gal(L/L ∩M) ∈ Conθ(H) .

Note that Im(Gal(M)) = H if and only if Gal(M) ∼= F̂e [FrJ08, p. 360, Lemma
17.7.1]; therefore, Gal(M) has the embbeding property [FrJ08, p. 568, Lemma
24.3.3]. Since, in addition, M is PAC over OM , if follows that M is Frobenius over
OM .

Let k be the number of σ0 ∈ Gal(L/K)e such that < σ0 >∈ Conθ(H). Then, by
(4), α = k

[L:K]e is the desired rational number, because, for almost all σ ∈ Gal(K)e,

K̃(σ) is perfect and PAC over Õ(σ) (Proposition 1.7) which satisfies Gal(K̃(σ)) ∼=
F̂e [FrJ08, p. 379, Thm. 18.5.6]. �

Appendix A. Ideal Calculus

Let O be a Dedekind domain with a quotient field K and let P be the set of all
nonzero prime ideals of O. We assume:

a) O is presented in K [FrJ08, p. 404, Def. 19.1.1];
b) P is presented and each ideal of O can be effectively written as a product

of prime ideals of O;
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c) O is an Euclidean ring. That is, there exists a function δ : Or{0} → N
which satisfies, for each a, b ∈ Or{0}, that δ(ab) = δ(a)δ(b) and there
exist c, r ∈ O such that a = bc+ r and δ(r) < δ(b) or r = 0. We define also
δ(0) = 0. We assume that δ is presented and that we can effectively perform
division with a remainder as above. In particular, we can effectively find,
by Euclid’s algorithm, a greatest common divisor of two elements in O;

d) For each n ∈ N, the set {a ∈ O| δ(a) ≤ n} is an explicitly given finite subset
of O.

Along this appendix, L is a separable extension of K of degree n, OL is the
integral closure of O in L, and PL is the set of all nonzero prime ideals of OL. Let
η be a primitive element for L/K and let f(X) = irr(η,K). We multiply η by a
suitable element of O, in order to assume that η ∈ OL and f is a monic polynomial
in O[X]. L is given, in fact, by the coefficients of f . Also, each element x in OL is
given by the coefficients of irr(x,K). We assume, then, along this appendix, that
η ∈ OL is a primitive element for L/K and f(X) = irr(η,K) is a monic polynomial
in O[X].

Let x ∈ OL. We would like to know how to factor xOL into a product of prime
ideals. We shall show, in fact, how to (effectively) factor each ideal of OL, presented
by a finite number of generators, into a product of prime ideals.

The presentation of an ideal by generators is not suitable for calculations. In
Subsection A.1 we shall find an integral basis {w1, . . . , wn} of L/K such that OL =
Ow1 + · · · + Own and in Subsection A.2 we shall find, for each ideal a in OL, an
O-basis {α1, . . . , αn} such that a = Oα1 + · · ·+Oαn. By this presentation we can

check whether an element β =

n∑
i=1

biwi ∈ OL belongs to the ideal a and hence we

can check inclusion between ideals. Finally, in Subsection A.3, we shall show how
to find, for p ∈ P , all the prime ideals P ∈ PL which lie above p and, as a result,
we shall show how to factor each ideal in OL into a product of prime ideals.

The references to this appendix are the book “Algorithmic algebraic number
theory” of Pohst and Zassenhaus [PoZ89] and the book “Elementary and analytic
theory of algebraic numbers” of Narkiewicz [Nar04]. However, these references deal
only with the case O = Z while this appendix is written for the general case.

A.1. Integral Basis.

Definition A.1. The discriminant.

a) Let σ1, . . . , σn be the isomorphisms of L into K̃ over K. For each n-tuple
α = (α1, . . . , αn) ∈ Ln we define the discriminant

DL/K(α) = (det(σiαj))
2 .

If αi =

n∑
j=1

aijβj with βj ∈ L and aij ∈ K, then

DL/K(α) = (det(aij))
2DL/K(β) .

DL/K(α) 6= 0 if and only if {α1, . . . , αn} is a basis of L/K [Lan70, Prop. 9
in Chapter III].
If L = K(α), then {1, α, . . . , αn−1} is a basis of L/K and we denote

DL/K(α) = DL/K(1, α, . . . , αn−1) .
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If α ∈ OnL, then DL/K(α) ∈ O. In particular, 0 6= DL/K(η) ∈ O and we
have

DL/K(η) = (−1)
n(n−1)

2 NL/K(f ′(η)) .

DL/K(η) can be effectively computed in the following way: we find aij ∈ K
such that

ajf ′(η) =

n∑
i=1

aijη
i , j = 0, 1, . . . , n− 1 ;

then
DL/K(η) = (−1)

n(n−1)
2 det(aij)

[Nar04, Prop. 2.9] (see also [FrJ08, §19.2]).
b) If M ⊆ L is a free O-module of rank n and {α1, . . . , αn} is a basis of M

over O, we denote the fractional ideal DL/K(α)O of O by DOL/O(M); it
can be shown that this notation does not depend on the basis [Lan70, Prop.
10 in Chap. III].

We shall show in Proposition A.3 that OL is a free O-module of rank n and
hence also each fractional ideal of OL is a free O-module of rank n.

Definition A.2. An integral basis. A set of n elements w1, . . . , wn in OL which
are linearly independent over K and generate OL as an O-module, i.e. OL =
Ow1 + · · ·+Own, is called an integral basis for the field L.

Proposition A.3. L has an integral basis {w1, . . . , wn} which can be found effec-
tively.

Proof. We denote αi = ηi−1, i = 1, . . . , n, and let d = DL/K(α) = DL/K(η). Then
0 6= d ∈ O. We denote M = Oα1 + · · ·+Oαn.

Claim: dOL ⊆M . Indeed, Let b ∈ OL. Then, there exist c1, . . . , cn ∈ O with
gcd(c1, . . . , cn) = 1 and there exists 0 6= c0 ∈ O such that

b =
1

c0
(c1α1 + · · ·+ cnαn) .

Let σ1, . . . , σn be the isomorphisms of L into K̃ over K. Then

σjb =
c1
c0
σjα1 + · · ·+ cn

c0
σjαn , j = 1, . . . , n .

That is,

σ1b
...
σnb

 =

σ1α1 . . . σ1αn
...

. . .
...

σnα1 . . . σnαn



c1
c0
...
cn
c0

 .

Note that σjb, σjαi ∈ Õ, i, j = 1, . . . , n. Let ∆ = det(σjαi). Then ∆ ∈ Õ and
∆2 = d.

We denote ∆j = det


j

σ1α1 . . . σ1b . . . σ1αn
...

...
...

σnαn . . . σnb . . . σnαn

 , j = 1, . . . , n .

Then ∆j ∈ Õ and it follows, by Kramer’s rule, that
cj
c0

=
∆j

∆ , j = 1, . . . , n. Hence

∆∆j = ∆2 ∆j

∆
= d

cj
c0
∈ Õ ∩K = O ,
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and therefore c0|dcj , j = 1, . . . , n. Since gcd(c1, . . . , cn) = 1, there exist d1, . . . , dn ∈
O such that c1d1 + · · ·+ cndn = 1 and hence d = (dc1)d1 + · · ·+ (dcn)dn. Therefore
c0|d; thus, db = d

c0
(c1α1 + · · · + cnαn) ∈ Oα1 + · · · + Oαn = M , and the claim is

proved.
For each i between 1 and n, we let Di be the set

{di ∈ O | di 6= 0 and ∃ d1, . . . , di−1 ∈ O s.t.
1

d
(d1α1 + · · ·+ diαi) ∈ OL} .

Di 6= ∅ because d ∈ Di:
1
d (dα1 + · · · + dαi) = α1 + · · · + αi ∈ OL. We denote

mi = min
di∈Di

δ(di) and let dii ∈ O be such that δ(dii) = mi. We can effectively find

such dii as follows: Since O is an Euclidean ring of finite type, the set C = {c ∈
O| δ(c) ≤ δ(d)} is finite. If 1

d (d1α1 + · · · + diαi) ∈ OL and d′j ≡ dj(mod d) (i.e.,
there exists bj ∈ O such that dj = bjd + d′j and δ(d′j) < δ(d)), j = 1, . . . , i, then

also 1
d (d′1α1 + · · ·+ d′iαi) ∈ OL. Hence, we can go over the finite set Ci and check,

for each (d1, . . . , di) ∈ Ci with di 6= 0, whether 1
d (d1α1 + · · ·+ diαi) is integral over

O.
For each i between 1 and n, we find di1, . . . , di,i−1 ∈ O such that

wi =
1

d
(di1α1 + · · ·+ diiαi)

belongs to OL. Then,

DL/K(w) = (det(
dij
d

))2DL/K(α) 6= 0 ,

because d = DL/K(α) 6= 0 and det(
dij
d ) = 1

dn det(dij) = d11···dnn
dn 6= 0. Hence

{w1, . . . , wn} forms a basis for L/K. We shall prove that it is also an integral basis
for L, that is, OL = Ow1 + · · ·+Own. Note first that if an element c ∈ OL can be
written as c = 1

d (c1α1 + · · ·+cjαj) with j between 1 and n and ci ∈ O, i = 1, . . . , j,
then djj divides cj . Indeed, if cj = sdjj + r, where s, r ∈ O and 0 < δ(r) < δ(djj),
then c− swj ∈ OL and

c− swj =
1

d
((c1 − sdj1)α1 + · · ·+ (cj−1 − sdj,j−1)αj−1 + rαj) ,

in contradiction to the choice of djj .
We denote M0 = Ow1 + · · ·+Own. We shall prove by induction on j that each

element of OL of the form 1
d (x1α1 + · · ·+ xjαj), with xj ∈ O, belongs to M0. For

j = n this gives OL = OL∩ 1
dM ⊆M0, and hence OL = M0. Suppose that we have

proved this claim for j − 1 and let y = 1
d (x1α1 + · · ·+ xjαj) with xj ∈ O such that

y ∈ OL. Then, there exists a ∈ O such that xj = adjj ; therefore, y − awj ∈ OL
and, by the induction’s assumption,

y − awj =
1

d
((x1 − adj1)α1 + · · ·+ (xj−1 − adj,j−1)) ∈M0 .

Thus, since awj ∈M0, also y ∈M0, as required. �

A.2. Presentation of Ideals. We denote the group of invertible matrices inMn(O)
by GL(n,O). Then A ∈ GL(n,O) if and only if detA is an invertible element in O.

Remark A.4. LetM be a freeO-module of rank n and let {b1, . . . , bn} and {c1, . . . , cn}
be twoO-bases ofM . Then, there exists U ∈ GL(n,O) which satisfies (b1, . . . , bn) =
(c1, . . . , cn)U . Indeed, since Ob1 + · · · + Obn = M = Oc1 + · · · + Ocn, there
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exist U, V ∈ Mn(O) such that (b1, . . . , bn) = (c1, . . . , cn)U and (c1, . . . , cn) =
(b1, . . . , bn)V . Hence,

(c1, . . . , cn) = (c1, . . . , cn)UV ;

therefore, by the uniqueness of representation, UV = In.

Lemma A.5. Let a1, . . . , an ∈ O. Then, one can effectively find a matrix A = (aij)
in Mn(O) such that a1j = aj, j = 1, . . . , n, and detA = gcd(a1, . . . , an).

Proof. We denote di = gcd(a1, . . . , ai), i = 1, . . . , n. We do an induction on n.

The case n = 1 is trivial. Suppose, then, that there exists a matrix Ã = (ãij) ∈
Mn−1(O) which satisfies ã1j = aj , j = 1, . . . , n − 1, and detÃ = dn−1. Since
dn = gcd(dn−1, an), there exist u, v ∈ O such that dn = udn−1 +van. Suppose that

Ã =

a1 · · · an−1

B

, and let

A =


an
0

Ã
...
0

a1
dn−1

v . . . an−1

dn−1
v u

 =


a1 . . . an−1 an

0

B
...
0

a1
dn−1

v . . . an−1

dn−1
v u

 .

Then, A1j = aj , j = 1, . . . , n, and, by developing detA by the last column,

detA= (−1)1+nan · det


B

a1
dn−1

v · · · an−1

dn−1
v

+ (−1)n+nu · detÃ

= (−1)1+nan · v
dn−1

(−1)n−1det


a1 · · · an−1

B

+ u · dn−1

= van
dn−1

detÃ+ udn−1 = van + udn−1 = dn ,

as required. �

Lemma A.6. Let a1, . . . , an ∈ O and denote d = gcd(a1, . . . , an). Then, one can
effectively find U ∈ GL(n,O) which satisfies

(a1, . . . , an)U = (d, 0, . . . , 0) .

Proof. By Lemma A.5 we can find A = (aij) ∈Mn(O) which satisfies a1j = aj , j =

1, . . . , n, and detA = d. Suppose that A =

a1 · · · an

B

 and let Ã =

a1
d · · ·

an
d

B

.

Then, Ã ∈ Mn(O) and detÃ = 1
ddetA = 1; therefore, Ã ∈ GL(n,O). Also,

(d, 0, . . . , 0)Ã = (a1, . . . , an). Hence, U = Ã−1 is the desired matrix. �

A matrix A = (aij) in Mm×n(O) is a lower triangular matrix if aij = 0 for
each i < j.
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Proposition A.7. For each matrix A in Mm×n(O), one can effectively find a
matrix U ∈ GL(n,O) such that AU is a lower triangular matrix.

Proof. Suppose that A = (aij) and denote d = gcd(a11, . . . , a1n). We shall prove
the proposition by induction on n. Let n > 1 and suppose that the proposition is
true for matrices in Mm×k(O), for each positive integer m and each k between 1 and
n−1. We find, by Lemma A.6, a matrix U ∈ GL(n,O) such that (a11, . . . , a1n)U =
(d, 0, . . . , 0). Then, AU is a matrix of the form d 0 · · · 0

c2
... B
cn

 .

If m = 1, then we are done. For m > 1 we apply induction on m on the matrix
B ∈Mm−1×n−1(O) and conclude that there exists a matrix Ṽ ∈ GL(n−1,O) such

that BṼ is a lower triangular matrix. The matrix V =


1 0 · · · 0
0
... Ṽ
0

 belongs to

GL(n,O) and satisfies that AUV =

 d 0 · · · 0
c2
... BṼ
cn

 is a lower triangular matrix. �

Corollary A.8. Let {w1, . . . , wn} be an integral basis for L and a = (x1, . . . , xk)OL
be a nonzero ideal of OL.

Then, one can effectively find a lower triangular matrix H in Mn(O) such that
detH 6= 0 and, for (α1, . . . , αn) = (w1, . . . , wn)H,

a = Oα1 + · · ·+Oαn .

Proof. Since OL = Ow1 + · · ·+Own, it follows that

a = x1OL + · · ·+ xkOL = Ox1w1 + · · ·+Ox1wn + · · ·+Oxkw1 + · · ·+Oxkwn .
Suppose, without loss, that xi 6= 0 for each i. For all i between 1 and k, we can find
(since xi ∈ OL) a matrixAi inMn(O) such that (xiw1, . . . , xiwn) = (w1, . . . , wn)Ai;
since {xiw1, . . . , xiwn} is a basis for L/K, the matrix Ai is invertible in Mn(K)
and therefore rankAi = n. We denote

A = (A1

... · · ·
...Ak) .

By Proposition A.7, we find a matrix U ∈ GL(kn,O) such that H̃ = AU is a lower

triangular matrix. Then H̃ = (H
... 0), where H ∈ Mn(O) is a lower triangular

matrix, and we have that n ≥ rankH = rankH̃ = rank(AU) = rankA ≥ rankA1 =

n. Hence rankH = n and therefore detH 6= 0. Also, (H
... 0) = AU and A =

(H
... 0)U−1. We denote (α1, . . . , αn) = (w1, . . . , wn)H. Then,

(x1w1, . . . , x1wn, . . . , xkw1, . . . , xkwn) = (w1, . . . , wn)A

= (w1, . . . , wn)(H
... 0)U−1

= (α1, . . . , αn, 0, . . . , 0)U−1 .
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Thus,

a = x1OL + · · ·+ xkOL = SpanO{x1w1, . . . , x1wn, . . . , xkw1, . . . , xkwn}
= SpanO{α1, . . . , αn} ,

as required. �

For an ideal a of OL, we denote the norm of a [Lan70, Section 7 in Chapter I]
by NL/K(a).

Lemma A.9. Let a = (x1, . . . , xk)OL be a nonzero ideal of OL. Then, one can
effectively compute NL/K(a).

Proof. We find, by Proposition A.3, an integral basis {w1, . . . , wn} for L. By Corol-
lary A.8, we find a lower triangular matrix H = (hij) in Mn(O) such that detH =
h11 · · ·hnn 6= 0 and, for (α1, . . . , αn) = (w1, . . . , wn)H, a = Oα1 + · · ·+Oαn. Then

DOL/O(a) = DL/K(α)O = (detH)2DL/K(w)O = (detH)2DOL/O(OL) .

On the other hand, by [Lan70, Prop. 13 in Chapter III],

DOL/O(a) = (NL/K(a))2DOL/O(OL) .

Hence

NL/K(a) = (detH)O .
�

Corollary A.10. Let a = (x1, . . . , xk)OL be an ideal of OL and let β ∈ OL. Then,
one can effectively check whether β ∈ a.

Proof. If a = 0, the claim is clear. Suppose then, without loss, that xi 6= 0,
i = 1, . . . , k. We find, by Proposition A.3, an integral basis {w1, . . . , wn} for L and

we present β in the form β =

n∑
j=1

bjwj with bj ∈ O. Also, by Corollary A.8, we find

a lower triangular matrix H = (hij) in Mn(O) such that h11 · · ·hnn = detH 6= 0

and, for αi =

n∑
j=i

hjiwj (i = 1, . . . , n), a = Oα1 + · · · + Oαn. Then, β ∈ a if and

only if there exist y1, . . . , yn ∈ O which satisfy

n∑
j=1

bjwj = β =

n∑
i=1

yiαi =

n∑
i=1

yi

n∑
j=1

hjiwj =

n∑
j=1

wj(

j∑
i=1

hjiyi) .

Hence, β ∈ a if and only if there exist y1, . . . , yn ∈ O such that

(1) bj =

j∑
i=1

hjiyi , j = 1, . . . , n .

We define ȳj ∈ K by induction: ȳ1 = b1
h11

and ȳj = 1
hjj

(bj −
j−1∑
i=1

hjiȳi), j = 1, . . . , n.

Then (ȳ1, . . . , ȳn) is the unique solution to the system of equations (1). Therefore,
β ∈ a if and only if ȳi ∈ O, i = 1, . . . , n. �

Corollary A.11. Let a = (x1, . . . , xk)OL and b = (y1, . . . , yl)OL be two ideals of
OL. Then, one can effectively check whether b ⊆ a.
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Lemma A.12. Let a = (x1, . . . , xk)OL be a nonzero ideal of OL. Then, one can
effectively find a system of representatives for OL/a.

Proof. We find, by Proposition A.3, an integral basis for {w1, . . . , wn} L. By
Corollary A.8, we find a lower triangular matrix H = (hij) in Mn(O) such that

h11 · · ·hnn = detH 6= 0 and, for αi =

n∑
j=i

hjiwj (i = 1, . . . , n), a = Oα1 + · · ·+Oαn.

For each i between 1 and n, let Ci = { z ∈ O | δ(z) < δ(hii) }. Let

R = {
n∑
i=1

ziwi | zi ∈ Ci } .

Then, R is a system of representatives for OL/a. Indeed, let β ∈ OL. We have

to show that there exists r ∈ R such that β − r ∈ a. Suppose that β =
n∑
j=1

bjwj

with bj ∈ O. We find, by induction, ȳj ∈ O and cj ∈ Cj such that b1 = h11ȳ1 + c1

and bj −
j−1∑
i=1

hjiȳi = hjj ȳj + cj , j = 1, . . . , n. We denote r =

n∑
j=1

cjwj and β =

n∑
j=1

wj(

j∑
i=1

hjiȳi). Then r ∈ R and, as in the proof of Corollary A.10, it follows that

β − r = β ∈ a. �

We can even find a complete system of representatives in the following case.

Remark A.13. Suppose that there exists a presented subset O+ of O which satisfies,
for each a, b ∈ O with b 6= 0, that there exist unique c ∈ O and r ∈ O+ such that
a = bc + r and δ(r) < δ(b). In this case we say that O is a nice Euclidean ring.
For example, Z with Z+ = N∪{0} and Fp[t] with Fp[t]+ = Fp[t] are nice Euclidean
rings.

A nice Euclidean ring satisfies, for each n ∈ N and each a, b ∈ O+ with δ(a) < n
and δ(b) < n, that δ(a − b) < n. Indeed, suppose on the contrary that there exist
a, b ∈ O+ such that δ(a) < n, δ(b) < n, and δ(a − b) ≥ n. Then, a − b 6= 0 and
there exist two different divisions with a remainder of a in a− b:

a = (a− b) · 1 + b (b ∈ O+ satisfies δ(b) < n ≤ δ(a− b)) and

a = (a− b) · 0 + a (a ∈ O+ satisfies δ(a) < n ≤ δ(a− b)),
in contradiction to the assumption that O is a nice Euclidean ring.

We return now to the notations in the proof of Lemma A.12 and for each i be-
tween 1 and n we replace Ci by the set {z ∈ O+ | δ(z) < δ(hii)}. Then, the same

proof of Lemma A.12 gives that R = {
n∑
i=1

ziwi | zi ∈ Ci} is a system of representa-

tives for OL/a. We claim that R is even a complete system of representatives for
OL/a. That is, for each r1, r2 ∈ R such that r1 6= r2 we have r1 − r2 /∈ a.

To this end, let β ∈ OL be a nonzero element and suppose that β =

n∑
j=1

bjwj

with bj ∈ O. Then, if β ∈ a, then there exists j between 1 and n such that
δ(bj) ≥ δ(hjj). Indeed, suppose on the contrary that δ(bj) < δ(hjj), j = 1, . . . , n.
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It follows from the proof of Corollary A.10 that bj =

j∑
i=1

hjiȳi, where ȳj ∈ O are

defined by induction: ȳ1 = b1
h11

and ȳj = 1
hjj

(bj −
j−1∑
i=1

hjiȳi), j = 1, . . . , n. We

shall prove by induction on j that bj = 0, j = 1, . . . , n, and therefore arrive to the
contradiction β = 0. If j = 1, then h11|b1; hence, since δ(b1) < δ(h11), b1 = 0.
Suppose that j > 1 and that b1 = · · · = bj−1 = 0. Then also ȳ1 = · · · = ȳj−1 = 0

and therefore ȳj =
bj
hjj

. Hence hjj |bj ; thus, since δ(bj) < δ(hjj), bj = 0.

Now, let r1, r2 ∈ R be such that r1 6= r2. Suppose that rj =

n∑
i=1

zjiwi with

zji ∈ Ci, j = 1, 2. Then 0 6= r1 − r2 =
n∑
i=1

(z1i − z2i)wi and for each i between 1

and n, δ(z1i − z2i) < δ(hii) (because O is a nice Euclidean ring). Hence, it follows
from the preceding pharagraph that r1 − r2 /∈ a.

Lemma A.14. Let a = (x1, . . . , xk)OL be an ideal of OL. Then, one can effectively
check whether a is a prime ideal of OL. If a is not a prime ideal, then one can
effectively find all the prime ideals of OL which contain a.

Proof. An ideal P in OL is prime if and only if it is maximal. Therefore, a is a
prime ideal if and only if a 6= OL and a + xOL = OL for each x ∈ OLr a. We
find, by Lemma A.12, a system of representatives (even complete if O is a nice
Euclidean ring) R for OL/a. Then, since for every y, z ∈ OL, y − z ∈ a if and only
if yOL + a = zOL + a, it follows that a is a prime ideal if and only if a 6= OL and
a + xOL = OL for each x ∈ R. Hence, by Corollary A.11, we can effectively check
whether a is a prime ideal.

If a is not a prime ideal, we find all the x’s in R such that a + xOL 6= OL.
These are (in fact all) proper ideals of OL which contain a properly. We find, by
induction, all the prime ideals P ∈ PL which contain one of the ideals a + xOL.
These are all the prime ideals P ∈ PL which contain a. �

A.3. Factorization of an Ideal into a Product of Prime Ideals. By Lemma
A.14 we get

Proposition A.15. For each p ∈ P , one can effectively find all the prime ideals
of OL which contain pOL.

We can cut the number of calculations needed for the above procedure in the
following case.

Remark A.16. Suppose that, for each p ∈ P , the field K̄p = O/p is presented with
a splitting algorithm [FrJ08, p. 405, Def. 19.1.2]. For example, this situation
is satisfied if K is a global field and, for each p ∈ P , one can effectively compute
(O : p) (i.e., the field K̄p is an explicitly given finite field). In this case we can save
in the number of calculations that are needed for finding all the prime ideals of OL
which lie over p ∈ P in the following way.

Let f and η be as in the introduction. Let p be a prime ideal of O, let f̄ be the
reduction of f modulo p and let

f̄(X) = P̄1(X)e1 · · · P̄r(X)er
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be the factorization of f̄ into a multiplication of powers of distinct monic and
irreducible polynomials over K̄p = O/p. For each i between 1 and r, we find a
monic polynomial Pi ∈ O[X] such that its reduction modulo p is P̄i. We denote

Pi = pOL + Pi(η)OL , i = 1, . . . , r .

It follows from [Lan70, Prop. 16 in Chapter III] that I = DL/K(η)A ·DOL/O(OL)−1

is an (integral) ideal of O and if p - I, then OL,p = Op[η]. Hence, it follows from
[Lan70, Prop. 25 in Chapter I] that P1, . . . ,Pr are distinct prime ideals of OL,
with f(Pi/p) = degPi, such that

pOL = Per
1 · · ·Per

r .

If p | I, then the Pi’s are not necessarily prime ideals of OL and they even can
be the ring OL itself. But, still, we have, for a proper ideal P of OL, that P is
a prime ideal of OL which contains p if and only if there exists i between 1 and r
such that P contains Pi:

Claim: For each i 6= j Pi 6= Pj or Pi = OL = Pj . Moreover pOL ⊆ Pi

(1 ≤ i ≤ r), and Pe1
1 · · ·Per

r ⊆ pOL.
Proof: Let i 6= j be between 1 and r and suppose that Pi = Pj . Since P̄i(X)

and P̄j(X) are distinct monic irreducible polynomials over K̄p, gcd(P̄i(X), P̄j(X)) =
1. Therefore, there exist polynomials ū, v̄ ∈ K̄p[X] such that ūP̄i + v̄P̄j = 1.
Hence, there exist polynomials u, v ∈ O[X] and a polynomial w ∈ p[X] such that
u(X)Pi(X) + v(X)Pj(X) = 1 +w(X). Thus, since u(η)Pi(η) ∈ Pi, v(η)Pj(η) ∈ Pj

and w(η) ∈ pOL, it follows from the assumption that 1 = u(η)Pi(η) + v(η)Pj(η)−
w(η) ∈ Pi, and therefore Pi = Pj = OL.

It is clear that pOL ⊆ pOL + Pi(η)OL = Pi, i = 1, . . . , r.
Finally, since f(X)− P1(X)e1 · · ·Pr(X)er ∈ p[X] and f(η) = 0,

P1(η)e1 · · ·Pr(η)er ∈ pOL .
Also, Pei

i ⊆ pOL + Pi(η)eiOL, i = 1, . . . , r. Hence,

Pe1
1 · · ·Per

r ⊆ pOL + P1(η)e1 · · ·Pr(η)erOL ⊆ pOL ,
and the claim is proved.

Now, let p ∈ P and find Pi = pOL + Pi(η)OL, i = 1, . . . , r, and I as above. If
p - I, i.e if I 6⊆ p, then we have finished. Otherwise, we throw out all the Pi = OL
in order to assume that P1, . . . ,Pr are distinct proper ideals of OL. It follows from
the claim that the set of all prime ideals P ∈ PL which lie over p is the set of all
prime ideals of OL which contain one of the ideals Pi, i = 1, . . . , r. By Lemma
A.14 we find all the prime ideals P ∈ PL which contain one of the ideals Pi. These
are all the prime ideals P ∈ PL which lie over p

Proposition A.17. Let a = (x1, . . . , xk)OL be an ideal of OL. Then, one can
effectively factor a into a product of prime ideals of OL.

Proof. We find, by Lemma 2.13, the norm NL/K(a) and factor it into a product of
prime ideals p ∈ P . For each p ∈ P such that p | NL/K(a) we find, by Proposition

A.15, the set Ip = {P ∈ PL | P ⊇ pOL} and denote A =
⋃

p|NL/K(a)

Ip. Then, if

P ∈ PL contains a, then it is necessarily in A. By Corollary A.11, we find, for each
P ∈ A, the multiplicity e = eP, e ≥ 0, of P in a by checking a ⊆ Pi, i = 0, 1, . . . , e,

and a 6⊆ Pe+1. Since e ≤ n, the number of checks is finite. Then a =
∏
P∈A

PeP . �
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Remark A.18. Each ideal in a Dedekind ring is generated by two generators that
one of them is an arbitrary element of the ideal. In [PoZ89, Section 6.3] they use this
fact in order to represent, in more economic way, each ideal of OL by two generators
that one of them is in O. Also, if a = aOL+αOL and b = bOL+βOL, with a, b ∈ O
and α, β ∈ OL, then, under suitable conditions, we have ab = abOL + αβOL.

The difficulty in this technique is that in order to represent an ideal which is
given in the form (x1, . . . , xk)OL with k > 2 by two generators, one must know
how to find, for each a ∈ O, all the α’s in OL such that NL/K(α) = aO [PoZ89,
Thm. (4.2) in Section 6.4]. The advantage of this technique, however, is that it is
more economic in the number of calculations needed to factor an ideal in OL into
a product of prime ideals.

Appendix B. Quantifier’s Elimination in the Theory of Valuation
Rings with Algebraically Closed Fraction Fields

The purpose of this appendix is to show that there exists a primitive recursive
procedure of quantifier’s elimination in the theory of valuation rings which are not
fields and have algebraically closed quotient fields, in the language Ldiv which is the
language of rings augmented by a binary relation standing for divisibility (Theorem
B.24) [Wei84, p. 434, Cor. 3.4(i)]. Subsections B.2, B.3 and B.4 in this appendix
are an elaboration of Sections 2 and 3 in the article “Quantifier elimination and
decision procedure for valued fields” of Weispfenning [Wei84, pp. 428–439].

Subsection B.2 shows how to eliminate (primitive recursively) field-quantifiers
from “linear formulas” in the language of valued rings, and in Subsection B.3 we
extend the elimination procedure to any formula in the theory of algebraically
closed valued fields. The valuation group Γ of an algebraically closed (non trivial)
valued field is a non trivial commutative group which is ordered and divisible. In
Subsection B.1 we show how to eliminate (in a primitive recursive way) quantifiers
in the theory DOG∞ of non trivial divisible ordered abelian groups with a top
element ∞. We are using this result in Subsection B.3 to eliminate the valuation
group-quantifiers that were left in the formulas after we have eliminated the field-
quantifiers, in order to get a complete and primitive recursive elimination theory of
quantifiers in the theory of algebraically closed (non trivial) valued fields. Finally,
in Subsection B.4, we reformulate this result in terms of valuation rings.

This work is written, generally, for valuation rings which contain a homomorphic
image R̄ of a ring R. The procedure of quantifier elimination, which is carried
out in the language Ldiv(R), is primitive recursive when R is a presented ring, in
the definitions of Chapter 19 in the book “Field Arithmetic” of Fried and Jarden
[FrJ08]. The only reference to this appendix is the article of Weispfenning. Here,
however, we are working with the language of rings instead of the language of fields
as in Weispfenning.

B.1. Divisible Ordered Abelian Groups.

Definition B.1. An abelian group Γ (with an action of addition) is called divisible
if for every positive integer m and each y ∈ Γ there exists x ∈ Γ such that y = mx.

Definition B.2.

a) LΓ = {0,∞,+, <} is the language of ordered abelian groups with a top
element ∞.
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b) DOG∞ is the theory of non trivial (=non zero) divisible ordered abelian
groups with top element ∞ in LΓ. The axioms of the theory include, in
particular, the axioms x +∞ = ∞ for every x and x < ∞ if and only if
x 6= ∞, the axioms of divisibility (∀Y )(∃X)[Y = mX ], m = 1, 2, . . . , the
axiom that state that the group is not trivial, ∃X [X < ∞∧X > 0 ], and
the axioms of order,
X <∞∧ Y < Z → X + Y < X + Z and X < Y ∧ Y < Z → X < Z.

Theorem B.3. There exists a primitive recursive procedure of quantifier elimina-
tion in the theory DOG∞.

Proof. Let ϕ(Z1, . . . , Zn) be a formula in LΓ. By induction on the number of
quantifiers in ϕ it suffices to handle the case when ϕ is of the form (∃X)ψ(X,Z),
where ψ is quantifier-free. Each term α = α(X,Z) of LΓ in ψ is of the form
mX + k1Z1 + · · · + knZn or of the form mX + k1Z1 + · · · + knZn +∞, where
m, k1, . . . , kn ∈ N ∪ {0}. In the later case DOG∞ |= α = ∞. Hence, ψ is a
disjunction of expressions of the form

(1)
∧
i∈I

αi(X,Z) = βi(X,Z) ∧
∧
j∈J

γj(X,Z) < δj(X,Z) ,

where αi, βi, γj , δj are terms of LΓ. Note that DOG∞ |= α 6= β ↔ (α > β∨α < β).
We replace ψ by the following disjunction of conjunctions

[X =∞∧ ψ(X,Z)] ∨
∨

I⊆{1,...,n}

[X <∞∧
∧
i∈I

Zi <∞∧
∧
j∈I′

Zj =∞∧ ψ(X,Z)] ,

where I ′ = {1, . . . , n}r I. If a term of the form mX + k1Z1 + · · · + knZn with
m 6= 0 (resp., ki 6= 0) appears in the conjunction (1) and one of the conjuncts is
X =∞ (resp., Zi =∞), we replace the term by ∞.

We introduce the symbol / to stand for one of the three relations =, < or >. If

the conjunction (1) contains the conjunction (X < ∞) ∧
∧
i∈I

(Zi < ∞), then each

term of the form α(X,Z) / β(X,Z) which occurs in (1), that does not contain Zj
for every j ∈ I ′, can be replaced, using a transfer from one side to another, by an
expression of the form

mX + γ(Z) / γ′(Z) ,

where m ∈ N ∪ {0}, γ(Z) =
∑
i∈I

kiZi and γ′(Z) =
∑
i∈I

k′iZi with ki, k
′
i ∈ N ∪ {0}.

Hence, modulo DOG∞, ψ is a disjunction of an expression of the form X = ∞∧
θ(Z), where θ is a quantifier-free formula which does not contain X, and expressions
of the form

(2) X <∞∧
∧
i∈I

Zi <∞∧
∧
j∈I′

Zj =∞

∧
∧
i∈I

miX + αi(ZI) = α′i(ZI) ∧
∧
j∈J

mjX + βj(ZI) < β′j(ZI)

∧
∧
k∈K

mkX + γk(ZI) > γ′k(ZI) ∧ θ(ZI) ,

where ml ∈ N; ZI = (Zi| i ∈ I); αi, βj , γk are expressions of the form
∑
l∈I

klZl with

kl ∈ N∪{0}; α′i, β′j , γ′k are expressions of the form
∑
l∈I

k′lZl with k′l ∈ N∪{0} or ∞;
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and θ is a quantifier-free formula which does not contain X. Let m be a common
multiple of all the ml’s. Then (2) is equivalent to the expression

X <∞∧
∧
i∈I

Zi <∞∧
∧
j∈I′

Zj =∞

∧
∧
i∈I

mX +
m

mi
αi(ZI) =

m

mi
α′i(ZI) ∧

∧
j∈J

mX +
m

mj
βj(ZI) <

m

mj
β′j(ZI)

∧
∧
k∈K

mX +
m

mk
γk(ZI) >

m

mk
γ′k(ZI) ∧ θ(ZI) .

It suffices to handle, then, the case when ϕ is of the form
(3) (∃X)[X <∞∧

∧
i∈I

Zi <∞∧
∧
j∈I′

Zj =∞

∧
∧
i∈I

mX + αi(ZI) = α′i(ZI) ∧
∧
j∈J

mX + βj(ZI) < β′j(ZI)

∧
∧
k∈K

mX + γk(ZI) > γ′k(ZI) ∧ θ(ZI)] ,

where m ∈ N and αi, α
′
i, βj , β

′
j , γk, γ

′
k and θ are as above.

Let ψ(X,Z) be the formula
(4) X <∞∧

∧
i∈I

Zi <∞∧
∧
j∈I′

Zj =∞

∧
∧
i∈I

X + αi(ZI) = α′i(ZI) ∧
∧
j∈J

X + βj(ZI) < β′j(ZI)

∧
∧
k∈K

X + γk(ZI) > γ′k(ZI) ∧ θ(ZI) .

It follows, by the divisibility axiom (∀Y )(∃X)[mX = Y ] in DOG∞, that

DOG∞ |= ϕ(Z)↔ (∃X)[ψ(mX,Z)]↔ (∃Y )[ψ(Y,Z)] .

Hence we can assume, without loss, thatm = 1 and ϕ(Z) is the formula (∃X)ψ(X,Z).
We denote the following quantifier-free formula in LΓ by χ(Z):∧

i∈I
Zi <∞∧

∧
j∈I′

Zi =∞∧ θ(ZI) ∧
∧
i∈I

α′i(ZI) <∞∧
∧
k∈K

γ′k(ZI) <∞

∧
∧

(i,l)∈I2
(α′i(ZI) + αl(ZI) = αi(ZI) + α′l(ZI))

∧
∧

(i,j)∈I×J

(α′i(ZI) + βj(ZI) < αi(ZI) + β′j(ZI))

∧
∧

(i,k)∈I×K

(α′i(ZI) + γk(ZI) > αi(ZI) + γ′k(ZI))

∧
∧

(j,k)∈J×K

(β′j(ZI) + γk(ZI) > βj(ZI) + γ′k(ZI)) .

Claim: DOG∞ |= ϕ(Z) ↔ χ(Z). Indeed, it is clear that DOG∞ |= ϕ(Z) →
χ(Z). Conversely, let Γ ∪ {∞} be a model of DOG∞, where Γ is a non trivial
divisible ordered abelian group, and let z1, . . . , zn ∈ Γ∪{∞} be such that Γ∪{∞} |=
χ(Z). In particular, zi ∈ Γ for each i ∈ I and zj = ∞ for each j ∈ I ′. We
have to show that there exists x ∈ Γ such that Γ ∪ {∞} |= ψ(x, z). We denote
zI = (zi| i ∈ I); then α′i(zI) <∞ for each i ∈ I and γ′k(zI) <∞ for each k ∈ K.
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If I 6= ∅ we choose i0 ∈ I. Then, with x = α′i0(zI)− αi0(z), Γ ∪ {∞} |= ψ(x, z).
Suppose, then, that I = ∅. In this case χ(Z) reduces to the conjunction∧

i∈I
Zi <∞∧

∧
j∈I′

Zi =∞∧ θ(ZI) ∧
∧
k∈K

γ′k(ZI) <∞

∧
∧

(j,k)∈J×K

(β′j(ZI) + γk(ZI) > βj(ZI) + γ′k(ZI)) .

Suppose first that J 6= ∅ and K 6= ∅. We denote β = min
j∈J
{β′j(zI) − βj(zI)} and

γ = max
k∈K
{γ′k(zI)−γk(zI)}. Then γ < β. If β <∞, then, since Γ is a divisible group,

there exists x ∈ Γ such that 2x = β+ γ. This x satisfies γ′k(zI)− γk(zI) ≤ γ < x <
β ≤ β′j(zI) − βj(zI) for each j ∈ J and k ∈ K and therefore Γ ∪ {∞} |= ψ(x, z).
If β = ∞, then x = 2 · max{γ,−γ} satisfies γ′k(zI) − γk(zI) ≤ γ < x < ∞ =
β′j(zI)− βj(zI) for each j ∈ J and k ∈ K; hence, again, Γ ∪ {∞} |= ψ(x, z).

Suppose now that J = ∅ and K 6= ∅. In this case χ(Z) is∧
i∈I

Zi <∞∧
∧
j∈I′

Zi =∞∧ θ(ZI) ∧
∧
k∈K

γ′k(ZI) <∞ .

We denote γ = max
k∈K
{γ′k(zI)−γk(zI)}. Since Γ is not trivial, there exists 0 < δ ∈ Γ.

Hence x = γ + δ satisfies x > γ′k(zI)− γk(zI) for each k ∈ K and thus Γ ∪ {∞} |=
ψ(x, z).

Finally, suppose that J 6= ∅ and K = ∅. We denote β = min
j∈J
{β′j(zI) − βj(zI)}.

If β = ∞ we choose x = 0 and if β < ∞ we choose x = β − δ, where 0 < δ ∈ Γ is
some element. In any case, x < β ≤ β′j(zI) − βj(zI) for each j ∈ J and therefore
Γ ∪ {∞} |= ψ(x, z). The case J = K = ∅ is trivial. �

B.2. Linear Problems in Valued Fields.

Definition B.4.

a) L = {0, 1,+,−, ·} is the language of rings.
For a ring R we denote the language L augmented by a constant symbol for
each element of R by L(R). In every ring which contains a homomorphic
image R̄ of R, these symbols are interpreted as elements of R̄ which satisfy
the additive and multiplicative tables of corresponding elements of R.

b) LVR = (L,LΓ, v) is the language of valued rings.
For a ring R, LVR(R) = (L(R),LΓ, v).

c) V F is the theory of valued fields in the language LVR. In each valued
field, (F, vF ), the function symbol v is interpreted as the valuation vF . We
denote the valuation group vF (F×) of F by ΓF . Then, ΓF is an ordered
abelian group and vF : F → ΓF ∪ {∞} is surjective.

d) For a ring R, we denote by V F (R) the theory, in the language LVR(R),
whose models are valued fields (F, vF ) such that F contains a homomorphic
image R̄ of R and vF is integral on R̄. That is, V F (R) contains in addition
the axioms v(a) ≥ 0 for each a ∈ R.

e) If (F, v) is a model of V F , we denote the residue field of F at v by F̄ = F̄v.
If x is an element of F such that v(x) ≥ 0, we denote the reduction modulo
v by x̄. If f(X) = anX

n+· · ·+a1X+a0 is a polynomial in F [X], we denote
v(f) = min

0≤i≤n
{v(ai)}. If v(f) ≥ 0, we denote f̄(X) = ānX

n+· · ·+ā1X+ā0.
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f) LEVR (resp., LEVR(R)) is the language LVR (resp., LVR(R)) augmented by
the symbols En, for each positive integer n, to be interpreted in every valued
field (F, v) by

|F̄ | ≥ n⇔ (F, v) |= En .

En can be defined in the language LVR by the sentence

εn : (∃X1) · · · (∃Xn−1)[

n−1∧
i=1

v(Xi) = 0 ∧
∧

1≤i<j≤n−1

v(Xi −Xj) = 0 ] .

Indeed, in every valued field (F, v), (F, v) |= εn if and only if |F̄×| ≥ n− 1
(or |F̄ | ≥ n).

Notation B.5. We denote L-variables (which will be called field-variables or F -
variables) by X,Y, . . . , L(R)-terms (which will be called F -terms) by a, b, . . . , LΓ-
variables (Γ-variables) by ξ, η, . . . , and Γ-terms in LVR(R) (including Γ-terms in LΓ)
by α, β, . . . . F -quantifiers (i.e. L-quantifiers) are quantifiers of the form ∃X,∀X
and Γ-quantifiers (LΓ-quantifiers) are quantifiers of the form ∃ξ,∀ξ.

Remark B.6.

a) let ϕ(X1, . . . , Xn, η1, . . . , ηk) be a quantifier-free formula in the language
LVR(R). Then there exist a positive integer m, polynomials a1, . . . , am ∈
R[X1, . . . , Xn], and a quantifier-free formula

ψ(ξ1, . . . , ξm, η1, . . . , ηk)

in the language LΓ such that

V F (R) |= ϕ(X,η)↔ (∃ξ)[ψ(ξ,η) ∧
m∧
i=1

v(ai(X)) = ξi ] .

Indeed, note that each F -term a is a polynomial and that a = 0↔ v(a) =
∞. Hence, we can write ϕ in the form

ψ(v(a1(X)), . . . , v(am(X)),η) ,

where a1, . . . , am are all the F -terms that occur in ϕ and ψ(ξ1, . . . , ξm,η)
is a quantifier-free formula in the language LΓ. Thus ϕ is equivalent to the
desired formula modulo V F (R).

b) Let ϕ(T,X1, . . . , Xn, η1, . . . , ηk) be an F -quantifier-free formula in LVR(R).
Then, there is an F -quantifier-free formula ϕ′(X1, . . . , Xn, Y, Z, η1, . . . , ηk)
in the language LVR(R) such that

V F (R) |= Z 6= 0 ∧ (∃T )[Y = ZT ∧ ϕ(T,X,η) ]↔ ϕ′(X, Y, Z,η) .

Indeed, by a), we can assume that ϕ(T,X,η) is the formula

(∃ξ)[ψ(ξ,η) ∧
m∧
i=1

v(

ni∑
j=0

aij(X)T j) = ξi ] ,

where aij ∈ R[X] and ψ is a formula in the language LΓ. Hence

V F (R) |= Z 6= 0 ∧ (∃T )[Y = ZT ∧ ϕ(T,X,η) ]↔

Z 6= 0 ∧ (∃ξ)[ψ(ξ,η) ∧
m∧
i=1

v(

ni∑
j=0

aij(X)Y jZni−j) = ξi + niv(Z) ] .
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Definition B.7. Let X = (X1, . . . , Xn) be a tuple of F -variables. We say that
an F -term a of L(R) is linear in X if a is of the form a = a1X1 + · · · +
anXn + a′, where a1, . . . , an, a

′ are F -terms in which X, i.e. each Xi, does not
occur. We say that a Γ-term α of LVR(R) is linear in X if α is of the form
α = β(v(a1), . . . , v(am), η1, . . . , ηk), where β(ξ1, . . . , ξm, η1, . . . , ηk) is an LΓ-term
and a1, . . . , am are F -term which are linear in X. We say that a formula ϕ of
LVR(R) is linear in X if each term which occurs in ϕ is linear in X. Finally,
we call a fomula ϕ of LVR(R) a linear formula if ϕ is linear in the tuple of all
F -variable bounded in it.

Lemma B.8. There is a primitive recursive procedure assigning to any LVR-
formula ϕ of the form

n∧
i=1

[ ξi <∞∧ Yi 6= 0 ∧ v(YiX − Zi) = ξi ]

an LVR-formula ϕ′ and an LEVR-formula ϕ′′ such that:

a) V F |= ϕ↔ ϕ′ and V F |= (∃X)ϕ↔ ϕ′′ ;
b) ϕ′ and ϕ′′ are quantifier-free and linear in Z ; and
c) ϕ′ is the formula

a 6= 0 ∧
∨

∅6=I⊆{1,...,n}

[αI <∞∧
∧
i∈I

(αi = αI) ∧
∧
i∈I

(v(aX − bi) = αI)

∧
∧

(i,j)∈I2
i6=j

(v(bi − bj) = αI) ∧ χI ] ,

where a =

n∏
i=1

Yi; with ai =

n∏
j=1
j 6=i

Yj, bi = aiZi and αi = ξi + v(ai), i =

1, . . . , n; and, for ∅ 6= I ⊆ {1, . . . , n}, αI is any element in {αi| i ∈ I} and
χI is a quantifier-free LVR-formula in which X does not occur.

Hence, ϕ′ is a disjunction of formulas of the form
(1) a 6= 0 ∧ αI <∞∧

∧
i∈I

(v(aX − bi) = αI) ∧
∧

(i,j)∈I2
i 6=j

(v(bi − bj) = αI) ∧ χ′I ,

where χ′I is a quantifier-free LVR-formula; the variables Zi do not occur in a; and
X does not occur in a, bi (i ∈ I), αI and χ′I .

Proof. ϕ is equivalent to the formula a 6= 0 ∧
n∧
i=1

[αi < ∞ ∧ v(aX − bi) = αi ].

Indeed, modulo V F ,

1.

n∧
i=1

Yi 6= 0↔ a 6= 0;

2. For each i between 1 and n, αi < ∞ → ξi < ∞. Conversely, for each i
between 1 and n,

[ (

n∧
j=1

Yj 6= 0→ ai 6= 0) ∧ (ai 6= 0→ v(ai) <∞) ∧ (ξi <∞) ]→ αi <∞ ;
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3. For each i between 1 and n,

v(YiX − Zi) = ξi ↔ v(aiYiX − aiZi) = ξi + v(ai)↔ v(aX − bi) = αi .

We adjoin to ϕ a disjunction over the possible orderings of the αi’s:

ϕ↔
∨

∅6=I⊆{1,...,n}

[ϕ ∧
∧
i∈I

(αi = αI) ∧
∧
i′∈I′

(αi′ < αI) ] ,

where I ′ = {1, . . . , n}r I and αI is any element in {αi| i ∈ I}. Then, ϕ is equivalent

to the disjunction
∨

∅6=I⊆{1,...,n}

(ϕI ∧ ψI), where

(2) ϕI : a 6= 0 ∧ αI <∞∧
∧
i∈I

[ (αi = αI) ∧ v(aX − bi) = αI ] ,

ψI :
∧
i′∈I′

[ (αi′ < αI) ∧ v(bi′ − bI) = αi′ ] ,

and bI is any element in {bi| i ∈ I} .
Indeed, for i′ ∈ I ′,

V F |=[ (αi′ < αI) ∧ v(aX − bI) = αI ]→
[ v(aX − bi′) = αi′ ↔ v(bi′ − bI) = αi′ ] ,

since, if v(bi′ − bI) = αi′ , then v(aX − bi′) = v((aX − bI)− (bi′ − bI)) = αi′ and if
v(aX − bi′) = αi′ , then v(bi′ − bI) = v((aX − bI)− (aX − bi′)) = αi′ .

Let ∅ 6= I ⊆ {1, . . . , n}; for each (i, j) ∈ I2, v(bj−bi) = v((aX−bi)−(aX−bj)) ≥
αI . We adjoin to ϕI a disjunction over the possible values of v(bj − bi) for i, j ∈ I:

ϕI ↔
∨
∅6=J⊆I

[ϕI ∧
∧

(j,j′)∈J2

j 6=j′

(v(bj − bj′) = αI) ∧
∧

i∈Ir J

(
∨
j∈J

(v(bj − bi) > αI)) ] .

Then, ϕI is equivalent to the disjunction
∨
∅6=J⊆I

(ϕ′J ∧ ψ′I,J), where

(3) ϕ′J : a 6= 0 ∧ αJ <∞∧
∧
j∈J

[ (αj = αJ) ∧ v(aX − bj) = αJ ]

∧
∧

(j,j′)∈J2

j 6=j′

v(bj − bj′) = αJ

and

ψ′I,J :
∧

i∈Ir J

(αi = αJ) ∧ (
∨
j∈J

v(bj − bi) > αJ) .

Indeed, let ∅ 6= J ⊆ I and suppose that for each j ∈ J , v(aX − bj) = αJ , and
for each i ∈ I r J there exists j ∈ J such that v(bj − bi) > αJ . Then v(aX − bi) =
v((aX − bj) + (bj − bi)) = αJ .

We add (2) and (3) and get, modulo V F , that

ϕ↔
∨

∅6=I⊆{1,...,n}

(ϕI ∧ ψI)↔
∨

∅6=I⊆{1,...,n}

[
∨
∅6=J⊆I

(ϕ′J ∧ ψ′I,J) ∧ ψI ]

↔
∨

∅6=J⊆{1,...,n}

(ϕ′J ∧ χJ) ,
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where χJ :
∨

J⊆I⊆{1,...,n}

(ψ′I,J ∧ ψI) is a quantifier-free LVR-formula in which X

does not occur. Then
ϕ′ :

∨
∅6=I⊆{1,...,n}

(ϕ′I ∧ χI)

is the desired formula. Since Zi occurs only in bi = aiZi and the terms containing
the bi’s are only of the form v(aX − bi) and v(bj − bi), it follows that ϕ′ is linear
in Z.

It is left to construct the formula ϕ′′ in the language LEVR such that V F |=
(∃X)ϕ↔ ϕ′′. For ∅ 6= I ⊆ {1, . . . , n}, we denote

ϕ′′I : E|I|+1 ∧ a 6= 0 ∧ αI <∞∧
∧
i∈I

(αi = αI) ∧
∧

(i,j)∈I2
i 6=j

v(bi − bj) = αI .

Then ϕ′′I is a quantifier-free formula in the language LEVR and ϕ′′I is linear in Z.
Claim: V F |= (∃X)ϕ′I ↔ ϕ′′I . Indeed, let (F, v) be a valued field with valuation

group Γ, let α ∈ Γ, let 0 6= a ∈ F , and let bi ∈ F (i ∈ I) be such that v(bi− bj) = α
for i 6= j. We have to show that

(F, v) |= (∃X)[
∧
i∈I

v(aX − bi) = α ]↔ E|I|+1 .

Let 0 6= b ∈ F be such that v(b) = α− v(a). Then,

(∃X)[
∧
i∈I

v(aX − bi) = α ]↔ (∃X)[
∧
i∈I

v(X − bi
a

) = α− v(a) ]

↔ (∃X)[
∧
i∈I

v(
X

b
− bi
ab

) = 0 ]

↔ (∃Y )[
∧
i∈I

v(Y − ci) = 0 ] ,

where ci = bi
ab , i ∈ I. Also, for i 6= j,

v(ci − cj) = v(
bi
ab
− bj
ab

) = v(bi − bj)− v(a)− v(b) = α− v(a)− v(b) = 0 .

It suffices, then, to show that

(F, v) |= (∃X)[
∧
i∈I

v(X − ci) = 0 ]↔ E|I|+1 .

Let i0 be any element in I and let I ′ = I r{i0}. For each i ∈ I ′ we denote
di = ci − ci0 . Then v(di) = 0 and, for each i 6= j in I ′,

v(di − dj) = v((ci − ci0)− (cj − ci0)) = v(ci − cj) = 0 .

That is, the set {d̄i| i ∈ I ′} has |I ′| = |I| − 1 distinct elements in F̄×. Hence
(4) (F, v) |= E|I|+1 ⇔ ∃ d̄ ∈ F̄× s.t. d̄ /∈ {d̄i| i ∈ I ′}

⇔ ∃ d ∈ F s.t. v(d) = 0 and v(d− di) = 0 ∀ i ∈ I ′ .
Suppose first that (F, v) |= E|I|+1. Then, it follows from (4) that there exists d ∈ F
such that v(d) = 0 and v(d− di) = 0 for each i ∈ I ′. Then x = d+ ci0 satisfies, for
each i ∈ I ′,

v(x− ci) = v(d+ ci0 − ci) = v(d− di) = 0 .

Also, v(x− ci0) = v(d) = 0; therefore, v(x− ci) = 0 for each i ∈ I.
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Conversely, suppose that there exists x ∈ F such that v(x−ci) = 0 for each i ∈ I.
Then d = x− ci0 satisfies that v(d) = v(x− ci0) = 0 and v(d− di) = v(x− ci) = 0
for each i ∈ I ′. Hence, by (4), (F, v) |= E|I|+1. This proves the claim.

Now, ϕ′′ :
∨

∅6=I⊆{1,...,n}

(ϕ′′I ∧ χI) is the desired formula. �

In Subsection B.3 we shall need only the above lemma. However, an immediate
corollary from this lemma is

Theorem B.9. Each linear formula ϕ in LEVR(R) has an F -quantifier-free linear
formula ϕ′ in LEVR(R) such that V F (R) |= ϕ↔ ϕ′ .

Moreover, if R is a presented ring and ϕ is a presented formula, then we can
effectively find ϕ′.

Proof. By induction on the number of F -quantifiers in ϕ, it suffices to handle the
case when ϕ is a formula of the form (∃X)ϕ∗(X,Z,η), where Z = (Z1, . . . , Zn),
η = (η1, . . . , ηk), and ϕ∗(X,Z,η) is an LVR(R)-formula which is F -quantifier-free
and linear in (X,Z). By Remark B.6 a), we can assume that ϕ∗ is of the form

(∃ξ)[ψ(ξ,η) ∧
m∧
i=1

v(ai(X,Z)) = ξi ] ,

where ξ = (ξ1, . . . , ξm), ai(X,Z) ∈ R[X,Z], i = 1, . . . ,m, and ψ(ξ,η) is an LΓ-
formula. Hence we may assume, without loss, that ϕ is of the form

(∃X)[

m∧
i=1

v(ai(X,Z)) = ξi ] .

Since ϕ is linear in (X,Z), it follows that ai is linear in (X,Z), i = 1, . . . ,m.
That is, ai(X,Z) is of the form

ai(X,Z) = biX + ci(Z) ,

where bi ∈ R, ci(Z) ∈ R[Z] and ci is linear in Z, i = 1, . . . ,m. Hence, modulo
V F (R),

v(ai(X,Z)) = ξi ↔ (ai(X,Z) = 0 ∧ ξi =∞) ∨ (ξi <∞∧ v(ai(X,Z)) = ξi)

↔ ( [ (bi = 0 ∧ ci(Z) = 0) ∨ (bi 6= 0 ∧ biX = −ci(Z)) ]

∧ ξi =∞) ∨ (ξi <∞∧ v(biX + ci(Z)) = ξi) ,

and therefore we can reduce to the case that ϕ is of the form

(∃X)[
∧
i′∈I′

(bi′ 6= 0 ∧ bi′X = −ci′(Z)) ∧
∧
i∈I

(ξi <∞∧ v(biX + ci(Z)) = ξi) ] ,

where I ⊆ {1, . . . ,m} and I ′ = {1, . . . ,m}r I.
If I ′ 6= ∅, we choose i0 ∈ I ′. Then ϕ is equivalent to the formula∧

i′∈I′
(bi′ 6= 0 ∧ bi0ci′(Z) = bi′ci0(Z))∧∧

i∈I
(ξi <∞∧ v(−bici0(Z) + bi0ci(Z)) = ξi + v(bi0))

which is a quantifier-free formula in LVR(R). If I ′ = ∅, then ϕ is the formula

(∃X)[
∧
i∈I

(ξi <∞∧ v(biX + ci(Z)) = ξi) ] .
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We adjoin to ϕ a disjunction over the possible options bj = 0 or bj 6= 0:

ϕ ↔ (∃X){
∧
i∈I

ξi <∞∧ [ (bi = 0 ∧ v(ci(Z)) = ξi)

∨ (bi 6= 0 ∧ v(biX + ci(Z)) = ξi) ] } ,

in order to reduce to the case that ϕ is the formula

(∃X)(
∧
i∈I

[ (ξi <∞) ∧ (bi 6= 0) ∧ (v(biX + ci(Z)) = ξi) ] ) .

Now, we can eliminate the quantifier ∃X using Lemma B.8. �

B.3. Algebraically Closed Valued Fields. We continue to hold the notations
of Subsection B.2.

Definition B.10.

a) ACV F is the theory of algebraically closed, nontrivially valued fields in the
language LVR.

b) For a ring R, ACV F (R) is the theory, in the language LVR(R), whose
models are valued field (F, v) which contain a homomorphic image R̄ of R
and satisfy (F, v) |= ACV F and (F, v) |= V F (R).

Remark B.11. Let (F, v) be a model of ACV F with a valuation group Γ. Then

a) Γ is not trivial, i.e. Γ 6= 0;
b) F̄v is an algebraically closed field and, in particular, infinite. Hence, the

predicates En of Subsection 2 (Definition B.4 f)) are true modulo ACV F ;
c) Γ is a divisible group (Definition B.1). Indeed, let m be a positive integer

and let β ∈ Γ. We have to show that there exists ξ ∈ Γ such that β = mξ.
Let b ∈ F× be such that v(b) = β. Since F is algebraically closed, there
exists x ∈ F× such that xm = b. Then, with ξ = v(x), β = v(b) = v(xm) =
mv(x) = mξ.

Definition B.12. It is convenient to enlarge the language LΓ by the n-ary operation
symbol minn, for each positive integer n, which is defined by

(1)
minn(ξ1, . . . , ξn) = ξ ↔

n∨
i=1

(ξ = ξi ∧
n∧
j=1

ξ ≤ ξj) .

So, in any ordered abelian group Γ and for each α1, . . . , αn ∈ Γ, minn(α1, . . . , αn)
is interpreted as the minimal element in the set {α1, . . . , αn}.

Since these operations can be eliminated in formulas by (1) without introducing
new quantifiers, they do not affect the quantifier elimination procedure in the theory
DOG∞ (see Theorem B.3).

Definition B.13.

a) a formal polynomial in X of degree n = deg(f) is an F -term (in the lan-

guage L(R)) f(X) of the form

n∑
i=0

fiX
i, where the fi’s are F -terms which do

not contain the variable X and fn is not identically zero (modulo V F (R));
f is monic if fn = 1. We denote polynomials by f(X), g(X), h(X), . . . ;
the corresponding tuples of coefficients are then f = (f0, . . . , fn),g,h, . . . .
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b) T (f , a) is the tuple of coefficients of the Taylor expansion of f(X) at a;

that is, T (f , a) = (f∗0 , . . . , f
∗
n) with f∗k =

n∑
i=k

(
i

k

)
fia

i−k, and the equation

f(X) = f∗(X − a) is true in every field which contains a homomorphic
image of R.

c) Let f(X) and g(X) be two formal polynomial in X of degrees n and m,
respectively. Q(f, g) (resp., R(f, g)) is the tuple of coefficients of the quo-
tient (resp., remainder) of f(X) when formally divided by g(X); i.e.,
if Q(f, g) = q and R(f, g) = r, then q(X) is a polynomial of degree
max{0, n − m}, r(X) is a polynomial of degree ≤ max{0,m − 1}, and
the formula
(2) gm 6= 0→ f(X) = q(X)g(X) + r(X)

is true in every field which contains a homomorphic image of R.

Notation B.14. For a tuple c = (c1, . . . , cn) of F -terms, we denote

v(c) = minn(v(c1), . . . , v(cn)) .

In particular, if f is a formal polynomial in X of degree n, then

v(f) = min
n+1

(v(f0), . . . , v(fn)) .

If, in addition, a is an F -term, we denote fa = (f0, f1a, . . . , fna
n). Hence

v(fa) = min
n+1

(v(f0), v(f1a), . . . , v(fna
n)) .

Lemma B.15. Let f(X) be a monic formal polynomial in X of degree n. Then,
the following equivalences hold in ACV F (R):

(a) (α <∞∧ v(a) = α)→
[ (∃X)(v(X − a) > α ∧ f(X) = 0)↔ v(f(a)) > v(fa) ] ;

(b) α <∞→ [ (∃X)(v(X) = α ∧ f(X) = 0)↔∨
0≤i<j≤n

v(fi) + iα = v(fj) + jα

= minn+1(v(f0), v(f1) + α, . . . , v(fn) + nα) ] .

Proof of (a). Let α be a finite LΓ-term and let a be an F -term such that v(a) = α.

In particular, a 6= 0. Let g(X) =

n∑
i=0

(fia
i)Xi =

n∑
i=0

giX
i. Then gn = an 6= 0,

g = fa, g(X) = f(aX) and therefore g(1) = f(a). It follows by the subtitution
X = aY that, modulo V F (R),

(∃X)[ v(X − a) > α ∧ f(X) = 0 ] ↔ (∃Y )[ v(a(Y − 1)) > α ∧ f(aY ) = 0 ]

↔ (∃Y )[ v(Y − 1) > 0 ∧ g(Y ) = 0 ] .

Hence it suffices to show that, modulo ACV F (R),
(3) (∃X)[ v(X − 1) > 0 ∧ g(X) = 0 ]↔ v(g(1)) > v(g) .

Indeed, suppose first that the left hand side of (3) holds. Then, modulo V F (R),

v(g(1))= v(0− g(1)) = v(g(X)− g(1))

= v(

n∑
i=0

gi(X
i − 1)) ≥ min

0≤i≤n
{v(gi(X

i − 1))} > v(g) ,

Albanian J. Math. 13 (2019), no. 1, 3 - 93.

http://albanian-j-math.com/vol-13.html


Aharon Razon 81

since V F |= v(Xi − 1) = v(X − 1) + v(1 + · · · + Xi−1) > 0; note that V F |=
v(X − 1) > 0→ v(X) = 0.

Conversely, let (F, v) be a model of ACV F (R), let g(X) be a (usual) polynomial
in F [X] of degree n (gn 6= 0) and suppose that the left hand side of (3) does not
hold. Let c ∈ F be such that v(c) = v(g). Then c 6= 0 (since v(g) ≤ v(gn) < ∞)
and the polynomial g′(X) = 1

cg(X) satisfies v(g′) = 0. Since F̄v is infinite (Remark

B.11 b)), there exists b̄ ∈ F̄×v such that g′(b̄) 6= 0 and therefore there exists b ∈ F
such that v(b) = 0 and v(g′(b)) = 0. That is, there exists b ∈ F which satisfies

(4) v(b) = 0 ∧ v(g(b)) = v(g) .

Let

g∗(X) = g(X + b) = gn · (X − c1) · · · (X − cn)

with ci ∈ F (F is an algebraically closed field). Then

g(X) = g∗(X − b) = gn · (X − (c1 + b)) · · · (X − (cn + b)) ;

hence, ¬(∃X)[ v(X − 1) > 0 ∧ g(X) = 0 ] implies
(5) n∧

i=1

v(ci + b− 1) ≤ 0 .

If v(ci) ≥ 0, then, by (5), v(ci+b−1) ≤ v(ci), and if v(ci) < 0, then, since v(b) = 0,
v(ci + b− 1) = v(ci). Thus, in any case,

(6) n∧
i=1

v(ci + b− 1) ≤ v(ci) .

Finally, by (6) and (4),

v(g(1)) = v(g∗(1− b)) = v(gn) +

n∑
i=1

v(1− b− ci)

≤ v(gn) +

n∑
i=1

v(ci) = v(gnc1 · · · cn) = v(g∗0)

= v(g∗(0)) = v(g(b)) = v(g)

and the right hand side of (3) does not hold.

Proof of (b). Let (F, v) be a model of ACV F (R) and let Γ be the corresponding
valuation group. Let α ∈ Γ and let f(X) be a monic polynomial in F [X] of degree
n (in particular, v(f) ≤ v(fn) = v(1) = 0 <∞).

Suppose first that the left hand side of (b) holds. That is, there exists x ∈ F such
that v(x) = α and f(x) = 0. In particular, x 6= 0 (hence v(x) <∞) and v(f(x)) =
∞. Therefore v(f(x)) = ∞ > v(fx). If the value v(fx) = min

0≤i≤n
{v(fix

i)} would

have been achieved only by one of the values v(f0), . . . , v(fnx
n), then v(f(x)) =

v(fx), a contradiction. Hence, there exist 0 ≤ i < j ≤ n such that v(fix
i) =

v(fjx
j) = v(fx). Thus

v(fi) + iα = v(fj) + jα = min
n+1

(v(f0), v(f1) + α, . . . , v(fn) + nα) .

Conversely, we choose a ∈ F with v(a) = α (in particular, a 6= 0) and define

g(X) =

n∑
i=0

(fia
i)Xi. Then g(X) = f(aX) and v(gk) = v(fka

k) = v(fk) + kα,

albanian-j-math.com/archives/2019-01.pdf

http://albanian-j-math.com/archives/2019-01.pdf


Primitive Recursive Decidability for Large Rings 82

k = 0, . . . , n. If, for 0 ≤ i < j ≤ n, v(fi) + iα = v(fj) + jα = min
0≤k≤n

{v(fk) + kα},

then, since v(f) <∞,
(7) v(gi) = v(gj) = v(g) <∞ .

We choose b ∈ F with v(b) = v(g) and define h(X) = b−1g(X). Then, by (7),
v(hi) = v(hj) = v(h) = 0. Since F̄v is algebraically closed and h̄i, h̄j 6= 0, it follows

that there exists 0 6= c̄ ∈ F̄v such that h̄(c̄) =

n∑
i=0

h̄ic̄
i = 0 (if h̄(X) would have no

nonzero roots, then h̄(X) would have been of the form h̄kX
k, with k between 0 and

n, in contradiction to the fact that there exist 0 ≤ i < j ≤ n such that h̄i, h̄j 6= 0).
Hence, there exists c ∈ F such that v(c) = 0 and v(h(c)) > 0. That is, there exists
c ∈ F which satisfies

v(c) = 0 ∧ v(g(c)) > v(g) .

By (a), with α = 0, g instead of f and c instead of a, there exists d ∈ F such that

v(d− c) > 0 ∧ g(d) = 0 .

Hence f(ad) = g(d) = 0, v(d) = v(c) = 0, and v(ad) = v(a) = α. Thus

(F, v) |= (∃X)[ v(X) = α ∧ f(X) = 0 ] .

Lemma B.16. ACV F (R) admits quantifier elimination, in the language LVR(R),
for formulas of the form

(a) (∃X)[

n∧
i=1

v(X − ai) = αi ] and

(b) (∃X)[ f(X) = 0 ∧
n∧
i=1

v(X − ai) = αi ] ,

where the variable X does not occur in αi, ai, i = 1, . . . , n, and f(X) is a monic
formal polynomial of degree m.

Moreover, if R is a presented ring, then there is a primitive recursive procedure
of quantifier elimination in the theory ACV F (R) for formulas of the above forms
in the language LVR(R).

Proof. If there exists i between 1 and n such that αi = ∞, then X = ai and

hence (a) is equivalent to the quantifier-free formula

n∧
j=1
j 6=i

v(ai− aj) = αj and (b) is

equivalent to the quantifier-free formula f(ai) = 0 ∧
n∧
j=1
j 6=i

v(ai − aj) = αj .

Suppose then that αi <∞, i = 1, . . . , n. Then, the elimination of the quantifier
from formulas of type (a) is an immediate consequence of Lemma B.8 a), b) and
Remark B.11 b). Also, the quantifier elimination for formulas of type (b) reduces,
by Lemma B.8 c), to formulas of the form

(8)
ψ ∧ (∃X)[ f(X) = 0 ∧

n′∧
i=1

v(X − a′i) = α ∧
∧

1≤i<j≤n′
v(a′i − a′j) = α ] ,
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where ψ : α <∞∧χ, χ is a quantifier-free LVR(R)-formula which does not contain
X, and X does not occur in a′i, i = 1, . . . , n′.

We denote f∗ = T (f , a′1) (Definition B.13 b)). Then f∗m = 1, and with f∗(X) =
m∑
i=0

f∗i X
i, f(X) = f∗(X − a′1). If n′ = 1, then, by the subtitution X ′ = X − a′1,

the formula (8) is equivalent to the formula

ψ ∧ (∃X ′)[ f∗(X ′) = 0 ∧ v(X ′) = α ]

and by Lemma B.15 (b) we can eliminate the quantifier ∃X ′.
Suppose now that n′ > 1 and let bi = a′i − a′1, i = 2, . . . , n′. Then, by the

subtitution X ′ = X − a′1, the formula (8) is equivalent to the formula
(9)

ψ∧
n′∧
i=2

v(bi) = α ∧
∧

2≤i<j≤n′
v(bi − bj) = α

∧(∃X ′)[ f∗(X ′) = 0 ∧ v(X ′) = α ∧
n′∧
i=2

v(X ′ − bi) = α ] .

Let

ψ′ : ψ ∧
n′∧
i=2

v(bi) = α ∧
∧

2≤i<j≤n′
v(bi − bj) = α .

Then, the formula (9) is equivalent, modulo ACV F (R), to the formula
(10) ψ′ ∧ (∃Y ){ v(Y ) = α ∧ (∃X ′)[ v(X ′ − Y ) > α ∧ f∗(X ′) = 0 ]∧

n′∧
i=2

v(Y − bi) = α } .

Indeed, let (F, v) be a model of ACV F (R) with a valuation group Γ and let
α ∈ Γ and b2, . . . , bn′ ∈ F . Suppose first that (9) holds. Then there exists x′ ∈ F
such that f∗(x′) = 0, v(x′) = α, and v(x′ − bi) = α, i = 2, . . . , n′. Let d ∈ F be
such that v(d) > 0 and let c = 1 − d. Then v(c) = 0 and y = cx′ satisfies that
v(y) = α, v(x′ − y) = v(dx′) > α, and v(y − bi) = v((x′ − bi) − (x′ − y)) = α,
i = 2, . . . , n′.

Conversely, suppose that (10) holds. Then there exist y, x′ ∈ F such that
f∗(x′) = 0, v(y) = α, v(x′ − y) > α, and v(y − bi) = α, i = 2, . . . , n′. Then
v(x′) = v((x′− y) + y) = α and v(x′− bi) = v((x′− y) + (y− bi)) = α, i = 2, . . . , n′.

Now, by Lemma B.15 (a), the formula (10) is equivalent to the formula
(11)

ψ′ ∧ (∃Y )[ v(Y ) = α ∧ v(f∗(Y )) > v(f∗Y ) ∧
n′∧
i=2

v(Y − bi) = α ] .

Case A: α = 0. Let ϕ be the formula
(12)
ψ′0 ∧ v(g) <∞∧ (∃X)[ v(X) = 0 ∧ v(g(X)) > v(g) ∧

∧̀
i=1

v(X − ci) = 0 ] ,

where g(X) is a formal polynomial in X of degree m and

ψ′0 :
∧̀
i=1

v(ci) = 0 ∧
∧

1≤i<j≤`

v(ci − cj) = 0 .
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Let h(X) be the formal polynomial which corresponds to (X − c1) · · · (X − c`).
Then, modulo V F (R), ϕ is equivalent to the formula

(13) ψ′0 ∧ (∃X)[ v(X) = 0 ∧ v(g(X)) > v(g) ∧ v(h(X)) = 0 ] ,

because

V F (R) |= v(X) = 0 ∧
∧̀
i=1

v(ci) = 0→ [
∧̀
i=1

v(X − ci) = 0↔ v(h(X)) = 0 ] .

Note that

V F (R) |= (h` = 1 ∧
∧̀
i=1

v(ci) = 0)→ v(h) = 0 .

Case A1: g(X) is monic and v(g) = 0. Suppose that ϕ is the formula
(14) gm = 1 ∧ v(g) = 0 ∧ v(h) = 0

∧ (∃X)[ v(X) = 0 ∧ v(h(X)) = 0 ∧ v(g(X)) > 0 ] .

Let k(X) be the formal polynomial which corresponds to (Xh(X))m and let q =
Q(k, g) and r = R(k, g) (Definition B.13 c)). Then, the degree of r is smaller than
m and, by (2),

(15) (Xh(X))m = g(X)q(X) + r(X) .

Claim: ACV F (R) |= ϕ↔ gm = 1 ∧ v(g) = 0 ∧ v(h) = 0 ∧ v(r) = 0 .
Indeed, let (F, v) be a model of ACV F (R), and let g(X) and h(X) be monic

polynomials in F [X] of degrees m and `, respectively, such that v(g) = 0 and
v(h) = 0. Then, it follows from the construction of q(X) and r(X), that q is monic,
v(q) = 0 and v(r) ≥ 0. Hence, it follows from (15) that in F̄v

(16) (Xh̄(X))m = ḡ(X)q̄(X) + r̄(X) .

By (14), we need to show that there exists x ∈ F such that v(x) = 0, v(h(x)) = 0,
and v(g(x)) > 0 if and only if v(r) = 0. An equivalent formulation in F̄v is:

there exists 0 6= x̄ ∈ F̄v s.t. h̄(x̄) 6= 0 and ḡ(x̄) = 0 iff r̄ 6= 0 .

Suppose first that there exists 0 6= x̄ ∈ F̄v such that h̄(x̄) 6= 0 and ḡ(x̄) = 0. Then
it follows from (16) that r̄(x̄) = (x̄h̄(x̄))m 6= 0 and, in particular, that r̄ 6= 0.

Conversely, suppose that each root x̄ of ḡ(X) in F̄v satisfies x̄h̄(x̄) = 0. Then,
since F̄v is algebraically closed, ḡ(X) divides (Xh̄(X))m and therefore r̄ = 0. This
proves the claim.

Case A2: g(X) is any formal polynomial of degree m such that v(g) < ∞.
Suppose now that ϕ is the formula

(17) v(g) <∞∧ v(h) = 0 ∧ (∃X)[ v(X) = 0 ∧ v(g(X)) > v(g) ∧ v(h(X)) = 0 ] .

We adjoin to ϕ a disjunction over the possible values of the v(gi)’s: modulo V F (R),
(18)

ϕ↔
m∨
i=0

[ϕ ∧
m∧

j=i+1

(v(gj) > v(g)) ∧ (v(gi) = v(g)) ] .

For each i between 0 and m, let g(i)(X) be the formal polynomial which corresponds

to

i∑
j=0

Ti,jX
j , where Ti = (Ti,0, . . . , Ti,i) is a new tuple of F -variables. Then,

modulo V F (R),
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(19)
(v(g) <∞ ∧ v(X) = 0 ∧

m∧
j=i+1

v(gj) > v(g) ∧ v(gi) = v(g)) −→

[ v(g(X)) > v(g)↔ (∃Ti)(

i∧
j=0

gj = giTi,j ∧ v(g(i)(X)) > 0) ] .

Indeed, suppose the top line in (19) holds. Then, modulo V F (R), v(

m∑
j=i+1

gjX
j) >

v(g) and v(

i∑
j=0

gjX
j) ≥ v(g). Hence in this case, modulo V F (R),

v(g(X)) > v(g)↔ v(

i∑
j=0

gjX
j) > v(g)

↔ (∃Ti)(

i∧
j=0

gj = giTi,j ∧ v(g(i)(X)) > 0) .

Note that if v(gi) = v(g), then (modulo V F (R)), since v(g) < ∞, it follows that

gi 6= 0 and v(gj) ≥ v(gi), j = 0, . . . ,m, and therefore g
(i)
i = 1 and v(g(i)) = 0.

It follows from (18) and (19) that in order to eliminate the quantifier ∃X from
(17), it suffices to know how to eliminate, for each i between 0 and m, the F -
quantifiers from the formula

gi 6= 0 ∧ v(h) = 0∧(∃Ti){
i∧

j=0

gj = giTi,j ∧ g(i)
i = 1 ∧ v(g(i)) = 0

∧ (∃X)[ v(X) = 0 ∧ v(h(X)) = 0 ∧ v(g(i)(X)) > 0 ] } .

We can eliminate the quantifier ∃X using Case A1, and afterwards we can eliminate
the quantifiers ∃Ti,0, . . . ,∃Ti,i using Remark B.6 b).

Case B: α is any LΓ-term such that v(α) <∞. We eliminate now the quantifier

∃Y from formula (11). Let g(X) =
m∑
i=0

(f∗i b
i
2)Xi =

m∑
i=0

giX
i. Then formula (11) is

equivalent, modulo V F (R), to the formula
(20)

ψ′ ∧ ∃T{
n′∧
i=2

bi = b2Ti ∧ (∃X)[ v(X) = 0 ∧ v(g(X)) > v(g)∧

n′∧
i=2

v(X − Ti) = 0 ] } ,

where T = (T2, . . . , Tn′) is a new tuple of F -variables.
Indeed, let (F, v) be a model of V F (R) with a valuation group Γ and let α ∈ Γ

and b2, . . . , bn′ ∈ F be such that v(bi) = α, i = 2, . . . , n′. Note, since v(α) < ∞,
that b2 6= 0 and therefore v(g) < ∞. We denote ci = bi

b2
(hence v(ci) = 0),

i = 2, . . . , n′. Suppose first that (11) holds. Then there exists y ∈ F such that
v(y) = α, v(f∗(y)) > v(f∗y), and v(y − bi) = α, i = 2, . . . , n′. Therefore x = y

b2
satisfies v(x) = v(y) − v(b2) = α − α = 0, v(g(x)) = v(f∗(b2x)) = v(f∗(y)) >
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v(f∗y) = v(g), and for each i between 2 and n′,

v(x− ci) = v(
y − bi
b2

) = v(y − bi)− v(b2) = α− α = 0 .

Conversely, suppose that (20) holds. Then there exists x ∈ F such that v(x) = 0,
v(g(x)) > v(g), and for each i between 2 and n′, v(x − ci) = 0. Hence y = b2x
satisfies v(y) = v(b2) + v(x) = α,

v(f∗(y)) = v(f∗(b2x)) = v(g(x)) > v(g) = v(f∗y) ,

and

v(y − bi) = v(b2 · (x− ci)) = v(b2) + v(x− ci) = α , i = 2, . . . , n′ .

Now, we can eliminate the quantifier ∃X from formula (20) using Case A, and
afterwards the quantifiers ∃T2, . . . ,∃Tn′ using Remark B.6 b). This concludes the
proof of the lemma. �

Notation B.17.

a) Ft(W1, . . . ,Wr) is the set of all F -terms in L(R) whose variables belong to
the set {W1, . . . ,Wr}.

b) Zg(W; Z) (Z = Zeros) denotes a formula of the form

n∧
i=1

gi(Zi) = 0, where

g = (g1, . . . , gn) and gi(Zi) is a monic formal polynomial in Zi with coef-
ficients gij ∈ Ft(W, Z1, . . . , Zi−1), i = 1, . . . , n. (Z is a tuple of zeros of
polynomials with parameters W.)

c) degZg(W; Z) = max
1≤i≤n

{ deg gi(Zi) }.

Lemma B.18. To any formula ϕ :

n∧
i=1

v(fi(X)) = αi, where αi is an LΓ-term and

fi(X) is a monic formal polynomial with coefficients in Ft(W), i = 1, . . . , n, one
can assign a formula

ϕ′ : (∃ξ){ (∃Z)[Zg(W; Z) ∧
n′∧
i=1

v(X − ai) = α′i ] ∧ χ } ,

where ai ∈ Ft(Z), α′i is an LΓ-term, i = 1, . . . , n′, χ is a quantifier-free LΓ-formula
and degZg(W; Z) ≤ max

1≤i≤n
{deg fi(X)}, such that

ACV F (R) |= ϕ↔ ϕ′ .

Moreover, if R is a presented ring and ϕ is a presented formula, then we can
effectively (primitive recursively) find ϕ′.

Proof. We shall prove the lemma by induction on k =
∑

1≤i≤n
deg fi>1

deg fi. If k = 0,

then all the fi’s are linear polynomials and we are done. We suppose that k > 0
and choose fj(X) with deg fj > 1. Let f∗ = T (fj , Z

′) (Definition B.13 b)). That
is, fj(X) = f∗(X − Z ′). In particular, f∗0 = f∗(0) = fj(Z

′). Let

g(X) =

deg f∗∑
i=1

f∗i X
i−1 .
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Then f∗(X) = f∗0 +X · g(X). We also denote h(X) = g(X − Z ′). Then

hi ∈ Ft(W, Z ′) , i = 0, . . . ,deg h ,
(21) deg h = deg g < deg f∗ = deg fj ,

and

fj(X) = f∗(X − Z ′) = f∗0 + (X − Z ′)g(X − Z ′) = fj(Z
′) + (X − Z ′)h(X) .

Hence, since the models of ACV F (R) are algebraically closed fields,

ACV F (R) |= v(fj(X)) = αj ↔
(∃Z ′)[ fj(Z ′) = 0 ∧ (v(X − Z ′) + v(h(X)) = αj) ] .

Thus, modulo ACV F (R),
(22) ϕ↔ (∃η)(∃ζ)(∃Z ′)[ fj(Z ′) = 0 ∧ v(X − Z ′) = η ∧ v(h(X)) = ζ ∧∧

1≤i≤n
i 6=j

v(fi(X)) = αi ∧ (η + ζ = αj) ] .

It follows from (21) that we can apply the induction assumption on the formula

ψ : v(h(X)) = ζ ∧
∧

1≤i≤n
i 6=j

v(fi(X)) = αi ,

for the tuple of variables (W, Z ′) instead of the tuple W, and to get a formula
(23)

ψ′ : (∃ξ){ (∃Z)[Zg(W, Z ′; Z) ∧
nψ∧
i=1

v(X − ai) = α′i ] ∧ χ′ } ,

such that ACV F (R) |= ψ ↔ ψ′, where Z = (Z1, . . . , Zm), ai ∈ Ft(Z), α′i is
an LΓ-term, i = 1, . . . , nψ, χ′ is a quantifier-free LΓ-formula, and Zg(W, Z ′; Z) :
m∧
i=1

gi(Zi) = 0 with monic formal polynomials gi(Zi) such that the coefficients gij

belong to Ft(W, Z ′, Z1, . . . , Zi−1) and, by (21),
(24) degZg(W, Z ′; Z) = max

1≤i≤m
{deg gi(Zi)}

≤ max{deg h(X), max
1≤i≤n
i6=j

{deg fi(X)}} ≤ max
1≤i≤n

{deg fi(X)} .

We put (23) in (22) and get, modulo ACV F (R), that ϕ is equivalent to the formula:

(∃η)(∃ζ)(∃ξ){ (∃Z ′)(∃Z)[Z(fj ,g)(W;Z ′,Z) ∧ v(X − Z ′) = η

∧
nψ∧
i=1

v(X − ai) = α′i ] ∧ χ } ,

where

χ : χ′ ∧ (η + ζ = αj)

and

Z(fj ,g)(W;Z ′,Z) : fj(Z
′) = 0 ∧

m∧
i=1

gi(Zi) = 0 .

Note that fj(Z
′) is a monic formal polynomial and its coefficients belong to Ft(W).

Also, by (24), degZ(fj ,g)(W;Z ′,Z) ≤ max
1≤i≤n

{deg fi(X)}. We have found then a

formula equivalent to ϕ, modulo ACV F (R), of the desired form. �
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Corollary B.19. Let ϕ be the formula of Lemma B.18. Then, modulo ACV F (R),
(∃X)ϕ is equivalent to a formula of the form

(∃ξ)(∃Z)[Zg(W; Z) ∧ ψ ]

with Zg(W; Z) as in Lemma B.18 and ψ a quantifier-free LVR(R)-formula.
Moreover, if R is a presented ring and ϕ is a presented formula, then we can

effectively find Zg and ψ.

Proof. Combine Lemma B.18 with Lemma B.16 (a). �

The elimination of the quantifier ∃X for formulas (∃X)ϕ, as in Corollary B.19,
looks like a bad deal: to eliminate ∃X, a tuple of a new F -quantifiers, ∃Z, had to be
introduced. Nevertheless, the additional condition on Z expressed by the formula
Zg(W; Z) will make sure that the elimination of the quantifiers ∃Z will come to an
end after finitely many steps.

Lemma B.20. Let ϕ be a formula of the form
(25) (∃Z)[Zg(W; Z) ∧ ψ(W,Z) ] ,

where ψ(W,Z) is an F -quantifier-free LVR(R)-formula. Then, there exists an F -
quantifier-free LVR(R)-formula ϕ′ such that

ACV F (R) |= ϕ↔ ϕ′ .

Moreover, if R is a presented ring and ϕ is a presented formula, then we can
effectively find ϕ′.

Proof. Suppose that Z = (Z1, . . . , Zm) and Zg(W; Z) :

m∧
i=1

gi(Zi) = 0, where gi(Zi)

is a monic formal polynomial in Zi with coefficients in

Ft(W, Z1, . . . , Zi−1), i = 1, . . . ,m .

Let

n = degZg(W; Z) = max
1≤i≤m

{ deg gi(Zi) } .

We shall prove the lemma by induction on the degree of the formulas, n, of the
type Zg(W; Z). if n = 1 (and m arbitrary), then each gi(Zi) is of the form
Zi − bi, where bi ∈ Ft(W, Z1, . . . , Zi−1). Therefore, the substitutions Zm =
bm(W, Z1, . . . , Zm−1), . . . , Z1 = b1(W), in order, in ϕ bring it to a quantifier-free
formula.

Suppose now that n > 1. We denote Z′ = (Z1, . . . , Zm−1).
Case A: ψ(W,Z) is a formula of the form

r∧
i=1

v(fi(Zm)) = αi ,

where αi is an LΓ-term and fi(Zm) is a monic formal polynomial with coefficients
in Ft(W,Z′), i = 1, . . . , r. By the division algorithm for formal polynomials
(Definition B.13 c)), we may assume, without loss, that

deg fi(Zm) < deg gm(Zm) ≤ n , i = 1, . . . , r .

Now, by Lemma B.18, we find a tuple Y of F -variables and a tuple ξ of Γ-variables,
F -terms ai ∈ Ft(Y), LΓ-terms α′i, i = 1, . . . , r′, a formula Zh(W,Z′; Y) of the type
of Notation B.17 b) with
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(26) degZh(W,Z′; Y) ≤ max
1≤i≤r

{ deg fi(Zm) } < n

and a quantifier-free LΓ-formula χ such that

ACV F (R) |=
r∧
i=1

v(fi(Zm)) = αi ↔

(∃ξ){ (∃Y)[Zh(W,Z′; Y) ∧
r′∧
i=1

v(Zm − ai) = α′i ] ∧ χ } .

Hence we may assume that ψ(W,Z) is the formula written in the above line and
reduce ϕ to the formula

(∃Z1) · · · (∃Zm−1)
(m−1∧
i=1

gi(Zi) = 0 ∧ (∃ξ){ (∃Y)[Zh(W,Z′; Y)∧

(∃Zm)( gm(Zm) = 0 ∧
r′∧
i=1

v(Zm − ai) = α′i ) ] ∧ χ }
)
.

By Lemma B.16 (b) we find a quantifier-free LVR(R)-formula ψ′(W,Z′,Y) such
that

ACV F (R) |= (∃Zm)( gm(Zm) = 0 ∧
r′∧
i=1

v(Zm − ai) = α′i )↔ ψ′(W,Z′,Y) .

Now, by (26) and the induction assumption, we find an F -quantifier-free LVR(R)-
formula ψ′′(W,Z′) such that

ACV F (R) |= (∃Y)[Zh(W,Z′; Y) ∧ ψ′(W,Z′,Y) ]↔ ψ′′(W,Z′) .

This reduces ϕ to the formula

(∃Z′)(
m−1∧
i=1

gi(Zi) = 0 ∧ (∃ξ){ψ′′(W,Z′) } ) .

We denote

ψ(m−1)(W,Z′) : (∃ξ){ψ′′(W,Z′) }
and

Zg′(W; Z′) :

m−1∧
i=1

gi(Zi) = 0 ,

where g′ = (g1, . . . , gm−1). Then ϕ is equivalent, modulo ACV F (R), to the formula

(∃Z′)[Zg′(W; Z′) ∧ ψ(m−1)(W,Z′) ]

which is a formula of the form (25).
Now, by induction on m, we can eliminate the quantifiers ∃Zm−1, . . . ,∃Z1, in

order, and arrive to an F -quantifier-free LVR(R)-formula which is equivalent to ϕ
modulo ACV F (R).

Case B: ψ(W,Z) is any F -quantifier-free LVR(R)-formula. By Remark B.6 a)

we may assume, without loss, that ψ(W,Z) is of the form

r∧
i=1

v(bi(W,Z)) = βi,
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where b1, . . . , br ∈ R[W,Z] and β1, . . . , βr are Γ-terms. Let ni = degZm bi, i =
1, . . . , r, and write

bi(W,Z) =

ni∑
j=0

bij(W,Z′)Zjm ,

with bij ∈ R[W,Z′]. Then

v(bi(W,Z)) = βi ↔
ni∧
`=0

(bi`(W,Z′) = 0 ∧ βi =∞)∨

ni∨
j=0

[

ni∧
`=j+1

bi`(W,Z′) = 0 ∧ bij(W,Z′) 6= 0 ∧ v(

j∑
`=0

bi`(W,Z′)Z`m) = βi ] .

Hence we may assume, without loss, that ψ(W,Z) is the formula

r∧
i=1

bi,ni(W,Z′) 6= 0 ∧ v(bi(W,Z)) = βi .

Let fi(Zm) be the formal polynomial which corresponds to

Znim + Tni−1Z
ni−1
m + · · ·+ T1Zm + T0 ,

where Ti = (T0, . . . , Tni−1) is a new tuple of F -variables. Then, modulo V F (R),

bi,ni(W,Z′) 6= 0 ∧ v(bi(W,Z)) = βi ↔
(∃ξi){ v(bi,ni(W,Z′)) + ξi = βi ∧ bi,ni(W,Z′) 6= 0∧

(∃Ti)[

ni−1∧
j=0

bij(W,Z′) = bi,ni(W,Z′) · Tij ∧ v(fi(Zm)) = ξi ] } .

Hence, we may assume that ϕ is the formula

(∃T1) · · · (∃Tr){ (

r∧
i=1

bi,ni 6= 0 ∧
ni−1∧
j=0

bij = bi,niTij)∧

(∃Z)[Zg ∧
r∧
i=1

v(fi(Zm)) = ξi ] } .

Now, we can eliminate the quantifiers ∃Z using Case A, and afterwards the quan-
tifiers ∃T1, . . . ,∃Tr using Remark B.6 b). �

Theorem B.21. For any LVR(R)-formula ϕ we can assign an F -quantifier-free
LVR(R)-formula ϕ′ such that

ACV F (R) |= ϕ↔ ϕ′ .

Moreover, if R is a presented ring and ϕ is a presented formula, then we can
effectively find ϕ′.

Proof. By induction on the number of F -quantifiers in an LVR(R)-formula, it suf-
fices to eliminate the quantifier ∃X from formulas of the form (∃X)[ϕ̃(X)] with
an F -quantifier-free LVR(R)-formula ϕ̃(X). By Remark B.6 a) we may assume,

without loss, that ϕ̃(X) is of the form

n∧
i=1

v(fi(X)) = αi, where αi is an LΓ-term
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and fi(X) is a formal polynomial in X with coefficients in Ft(W), i = 1, . . . , n. As
in the proof of Lemma B.20, we may assume that fi(X) is monic, i = 1, . . . , n.

Now, by Corollary B.19, we can find a tuple Z of F -variables, a tuple ξ of LΓ-
variables, a formula Zg(W; Z) of the type of Notation B.17 b), and a quantifier-free
LVR(R)-formula ψ(W,Z) such that

ACV F (R) |= (∃X)[ϕ̃(X)]↔ (∃ξ)(∃Z)[Zg(W; Z) ∧ ψ(W,Z) ] .

Next, by Lemma B.20, we can find an F -quantifier-free LVR(R)-formula ψ′(W)
such that

ACV F (R) |= (∃Z)[Zg(W; Z) ∧ ψ(W,Z) ]↔ ψ′(W) .

Thus, ϕ′ : (∃ξ)[ψ′(W)] is the desired formula. �

Theorem B.22. For any LVR(R)-formula ϕ we can assign a quantifier-free LVR(R)-
formula ϕ′ such that

ACV F (R) |= ϕ↔ ϕ′ .

Moreover, if R is a presented ring and ϕ is a presented formula, then we can
effectively find ϕ′ . That is, the theory ACV F (R) admits a primitive recursive
procedure of quantifier elimination in the language LVR(R).

Proof. By Theorem B.21, it is left to eliminate only Γ-quantifiers from F -quantifier-
free LVR(R)-formulas. Hence, it suffices to know how to eliminate Γ-quantifiers
from LΓ-formulas.

If (F, v) is a model of ACV F (R) and Γ is the corresponding valuation group,
then, by Remark B.11 a) and c), Γ∪{∞} is a model of DOG∞ (Definition B.2 b)).
Hence, by Theorem B.3, we can eliminate also the Γ-quantifiers from the formulas
and arrive to quantifier-free formulas. �

B.4. Monically Closed Valuation Domains.

Definition B.23.

a) Ldiv = { 0, 1,+,−, ·, | } is the language of rings augmented by the symbol |
of a binary relation which is interpreted in every ring as divisibility: x|y ↔
(∃z)[xz = y] .

b) For a ring R, we denote by Ldiv(R) the language Ldiv augmented by a
constant symbol for each element of R. In every ring which contain a
homomorphic image R̄ of R, these symbols are interpreted as elements
of R̄ which satisfy the additive and multiplicative tables of corresponding
elements in R.

c) V D is the theory of valuation domains in the language Ldiv. That is, in
addition to the ring-axioms in the language L, V D contains the axiom

(∀X)(∀Y )[X|Y ∨ Y |X ] .

d) MCVD (MCVD = Monically-Closed Valuation Domains) is the theory, in
the language Ldiv, whose models are valuation domains which are not fields
and have algebraically closed quotient fields. Alternatively, we say that a
ring R is monically closed if each monic polynomial in R[X] has a root
in R. Then, the models of MCVD are monically closed valuation domains
which are not fields. The axioms of the monically closeness are:

(∀Z0) · · · (∀Zn−1)(∃X)[Xn + Zn−1X
n−1 + · · ·+ Z0 = 0 ] , n = 1, 2, . . . .
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e) V D(R) and MCVD(R) are the theories, in the language Ldiv(R), whose
models are valuation domains A which contain a homomorphic image R̄ of
R and satisfy A |= V D and A |= MCVD, respectively.

Theorem B.24. To any Ldiv(R)-formula ϕ we can assign a quantifier-free Ldiv(R)-
formula ϕ′ such that

MCVD(R) |= ϕ↔ ϕ′ .

Moreover, if R is a presented ring and ϕ is a presented formula, then we can
effectively find ϕ′. That is, the theory MCVD(R) admits a primitive recursive
procedure of quantifier elimination in the language Ldiv(R).

Proof. We shall show first that there is a one-to-one correspondence between models
of V D(R) and models of V F (R). Indeed, if A is a valuation domain containing a
homomorphic image R̄ of R with quotient field F , then there is a unique valuation
v of F (up to an equivalence of valuations) which satisfies, for each a ∈ F , a ∈ A⇔
v(a) ≥ 0. In particular, v(a) ≥ 0 for each a ∈ R̄, as required in Definition B.4 d).
Conversely, if (F, v) is a valued field containing a homomorphic image R̄ of R such
that v(a) ≥ 0 for each a ∈ R̄, then A = { a ∈ F | v(a) ≥ 0 } is a valuation domain
which contains R̄.

We translate each expression of the form a|b in the language Ldiv(R) to the
expression v(b) ≥ v(a) in the language LVR(R). (Note that equations can be
eliminated in favour of divisibilities using a = 0 ↔ 0|a.) In this way we code each
formula ϕ(X1, . . . , Xn) in the language Ldiv(R) into a formula ϕ∗(X1, . . . , Xn) in
the language LVR(R) without Γ-variables, such that if (F, v) is a valued field with
a valuation domain A which contains a homomorphic image of R, then for each
a1, . . . , an ∈ A,

(1) A |= ϕ(a)⇔ (F, v) |= ϕ∗(a) .

Conversely, we translate each expression of the form v(b) ≥ v(a) in the language
LVR(R) to the expression a|b in the language Ldiv(R). (Note that V F (R) |= v(a) =
v(b) ↔ v(a) ≥ v(b) ∧ v(b) ≥ v(a).) In this way we code each quantifier-free
LVR(R)-formula ψ(X1, . . . , Xn) without Γ-variables into a quantifier-free formula

ψ̂(X1, . . . , Xn) in the language Ldiv(R), such that if (F, v) is a valued field with
a valuation domain A which contains a homomorphic image of R, then for each
a1, . . . , an ∈ A,

(2) (F, v) |= ψ(a)⇔ A |= ψ̂(a) .

Note also that there is a one-to-one correspondence between models ofMCVD(R)
and models of ACV F (R). Indeed, if (F, v) is a valued field with a valuation domain
A which contains a homomorphic image of R, then F is algebraically closed if and
only if A is monically closed, and v is not trivial on F if and only if A is not a field.

Let now ϕ(X1, . . . , Xn) be an Ldiv(R)-formula. Then ϕ∗(X1, . . . , Xn) is an
LVR(R)-formula without Γ-variables. We find, by Theorem B.22, a quantifier-free
LVR(R)-formula ψ(X1, . . . , Xn) without Γ-variables such that

(3) ACV F (R) |= ϕ∗(X)↔ ψ(X) .

The formula ψ̂(X1, . . . , Xn) is a quantifier-free Ldiv(R)-formula which satisfies

MCVD(R) |= ϕ(X)↔ ψ̂(X) .

Indeed, let A be a model of MCVD(R), let F be the quotient field of A, and
let v be the corresponding valuation of F . Then, for each a1, . . . , an ∈ F , it follows
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from (1), (3), and (2) that

A |= ϕ(a)⇔ (F, v) |= ϕ∗(a)⇔ (F, v) |= ψ(a)⇔ A |= ψ̂(a) .

�
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